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What is a SLR? 
§  Sport, Leicht, Rennsport 
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What is a SLR? 
§  Single-Lens Reflex 
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What is a SLR? 

§ Systematic 
§ Literature 
§ Review 

5 

What 
§  A means of evaluating and 

interpreting all available studies 
relevant to a particular research 
question or phenomenon of interest.  

§  Systematic reviews aim to present a 
fair evaluation of a research topic by 
using a trustworthy, rigorous, and 
auditable methodology.  
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Evidence Based Medicine 
Our vision is that healthcare 
decision-making throughout 
the world will be informed  
by high-quality, timely 
research evidence 
 
 
http://www.cochrane.org 
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Characteristics of SLR 
§  Clearly stated set of objectives with pre-

defined eligibility criteria for studies 
§  Explicit, reproducible methodology 
§  Systematic search that attempts to identify all 

studies that would meet the eligibility criteria 
§  Assessment of the validity of the findings of 

the included studies,  
w  for example through the assessment of risk of 

bias 
§  Systematic presentation, and synthesis, of the 

characteristics and findings of the included 
studies.  
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n-ary studies 
§  Individual studies analyzed in a 

systematic review are called primary 
studies 

§  A systematic review itself can be 
considered a secondary study.  

§  A systematic review that analyzes the 
information in SLR is a tertiary study. 
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SLR are fashionable in SE 

§  Jan 2004 – June 2008 à 54 SLRs 
w 1 per month 

§  Jul 2008 – Dec 2009 à 67 SLRs 
w 3.7 per month 
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Agenda 
§  Motivation 
§  Review process 

w Planning 
w Execution 
w Reporting 

§  Lessons learned 
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MOTIVATION 
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Why 
§  Most research starts, or should start, 

with a literature review of some sort. 
§  Unless a literature review is thorough 

and fair, it is of little scientific value.  
§  A SLR synthesizes existing work in a 

manner that is fair and seen to be fair.  
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How 
§  SLRs must be undertaken in accordance 

with a predefined search strategy, that 
must allow the completeness of the 
search to be assessed.  

§  Researchers performing a SLR must make 
every effort to identify and report 
research that does not support their 
preferred research hypothesis as well as 
identifying and reporting research that 
supports it.  
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What for 
§  To summarize the existing evidence concerning a 

treatment, technology  
w  E.g. to summarize the empirical evidence of the benefits 

and limitations of a specific agile method  
§  To identify any gaps in current research in order to 

suggest areas for further investigation.  
§  To provide a framework/background order  to 

appropriately position new research activities.  
§  To examine the extent to which empirical evidence 

supports/contradicts theoretical hypotheses, even 
to assist the generation of new hypotheses 
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Pros & Cons 
§  The well-defined methodology makes it more likely 

that the results of the literature are unbiased.  
§  They can provide information about the effects of 

some phenomenon across a wide range of settings 
and empirical methods.  

§  In case of quantitative studies, it is possible to 
combine data using meta-analytic techniques. 

§  The major disadvantage of systematic literature 
reviews is that they require considerably more 
effort than traditional literature reviews. 
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Key elements 

§  Review protocol 

§  Search strategy 

§  Documentation 

§  Explicit criteria 

§  Information specification 
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Key elements 
§  Review protocol 

w  SLRs start by defining a review protocol that specifies the 
research question being addressed and the methods that will be 
used to perform the review.  

§  Search strategy 
w  SLRs are based on a defined search strategy that aims to detect 

as much of the relevant literature as possible.  
§  Documentation 

w  SLRs document their search strategy so that readers can access 
its rigorous and completeness.  

§  Explicit criteria 
w  SLRs require explicit inclusion and exclusion criteria to assess 

each potential primary study.  
§  Information specification 

w  SLRs specify the information to be obtained from each primary 
study including quality criteria to evaluate each primary study. 
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Other review types 
§  Systematic Mapping Studies  

w When it is discovered that very little evidence is 
likely to exist, that the topic is very broad, then a 
systematic mapping study may be a more 
appropriate exercise than a systematic review.  

w  A systematic mapping study allows the evidence 
in a domain to be plotted at a high level of 
granularity.  

w  This allows for the identification of evidence 
clusters and evidence deserts to direct the focus 
of future systematic reviews and to identify areas 
for more primary studies to be conducted.  
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Other reviews 
§  Tertiary Reviews  

w  In a domain where a number of systematic 
reviews exist already it may be possible to 
conduct a tertiary review, which is a systematic 
review of systematic reviews, in order to answer 
wider research questions.  

w  A tertiary review uses exactly the same 
methodology as a standard systematic literature 
review.  

w  It is potentially less resource intensive than 
conducting a new systematic review of primary 
studies but it is dependent on sufficient 
systematic reviews of a high quality being 
available.  
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REVIEW PROCESS 
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Review Process 
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Planning 

Execution 

Report 



Review process 
§  The stages may appear to be sequential, but it is 

important to recognize that many of the stages 
involve iteration.  

§  Many activities are initiated during the planning 
stage, and refined during execution. For 
example:  
w  The inclusion and exclusion criteria are initially 

specified when the protocol is drafted but may be 
refined after quality criteria are defined.  

w  Data extraction forms initially prepared during 
construction of the protocol will be amended when 
quality criteria are agreed.  

w  Data synthesis methods defined in the protocol may 
be amended once data has been collected.  
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Running Examples 
(Est1) Jorgensen, M., Shepperd, M. (2007). A systematic 

review of software development cost estimation 
studies. IEEE TSE 33(1), 33-53. 

(Est2) Kitchenham, B., Mendes, E., Travassos, G.H. (2007) A 
Systematic Review of Cross- vs. Within-Company 
Cost Estimation Studies, IEEE TSE, 33 (5), 316-329.  

(GSE) Darja Šmite , Claes Wohlin,Tony Gorschek, Robert 
Feldt. (2010). Empirical evidence in global software 
engineering: a systematic review. Empirical Software 
Engineering, 15, 91–118.  

(UML) Marcela Genero, Ana M. Fernández, H. James Nelson, 
Geert Poels, Mario Piattini. (2011). A Systematic 
Literature Review on the Quality of UML Models. 
Journal of  Database Management, 22(3),  46-70. 
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Planning 
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Identification of the 
need for a review 

Research questions 
specification 

Review Protocol 
Development 

Identifying the need  
§  Researchers should identify and review any existing 

systematic reviews of the phenomenon of interest 
against appropriate evaluation criteria:  
w  What are the review’s objectives?  
w  What sources were searched to identify primary studies? 

Were there any restrictions?  
w  What were the inclusion/exclusion criteria and how were 

they applied?  
w  What criteria were used to assess the quality of primary 

studies and how were they applied?  
w  How were the data extracted from the primary studies?  
w  How were the data synthesized? How were differences 

between studies investigated? How were the data 
combined? Was it reasonable to combine the studies? Do 
the conclusions flow from the evidence?  
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Commissioning 
§  When an organization requires 

information about a specific topic but 
does not have the time, expertise to 
perform a systematic literature itself.  

§  It will commission researchers to 
perform a systematic literature review 
of the topic.  

§  A commissioning document specifying 
the work required must be written. 
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Commissioning Document 
§  Project Title 
§  Background 
§  Review Questions 
§  Advisory/Steering Group (Researchers, 

Practitioners, Lay members, Policy Makers etc.) 
§  Methods for the review 
§  Project Timetable 
§  Dissemination Strategy 
§  Support Infrastructure  
§  Budget 
§  References  
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Research question 
§  Specifying the research questions is the 

most important part of any systematic 
review.  

§  The review questions drive the entire SLR 
methodology:  
w The search process must identify primary 

studies that address the research questions.  
w The data extraction process must extract the 

data items needed to answer the questions.  
w The data analysis process must synthesize 

the data in such a way that the questions can 
be answered.  
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Research question 
§  The critical issue in any systematic 

review is to ask the right question.  
§  The right question is usually one that: 

w  Is meaningful and important to practitioners 
as well as researchers. 

w Will lead either to changes in current 
software engineering practice, to increased 
confidence in the value of current practice.  

w  Identify discrepancies between commonly 
held beliefs and reality.  
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EBSE recommendation 
§  How to appraise and apply methods, 

tools, and techniques in practice  
§  Three components: 

w The main intervention or action you’re 
interested in  

w The context or specific situations of 
interest  

w The main outcomes or effects of interest  
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Cochrane 
§  To assess the effects of [intervention 

or comparison] for [health problem] in 
[types of people, disease or problem 
and setting if specified]  

§  Participants 
§  Intervention 
§  Comparison 
§  Outcomes 
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Question types 
§  Assessing the effect of a software engineering 

technology.  
§  Assessing the frequency/rate of a project 

development factor such as the adoption of a 
technology, the frequency/rate of project 
success, failure.  

§  Identifying cost and risk factors associated 
with a technology.  

§  Identifying the impact of technologies on 
reliability, performance and cost models.  

§  Cost/benefit analysis of software 
technologies. 
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RQ Example (GSE) 
RQ1: What is the state-of-the-art in empirical 

studies of GSE?  
RQ1.1: Who is Involved in GSE? 
RQ1.2: Where are the Development Sites 

Located? 
RQ1.3: What is Studied in GSE? 
RQ1.4: How Successful are the Cases Reported 

in Literature? 
RQ1.5: Why are Companies Involved in GSE?  

RQ2: What is the strength of the empirical 
evidence reflected in the empirical GSE?  
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RQ Example (Est1) 
RQ1: Which journals include papers on software cost 

estimation?  
RQ2: How easy is it to identify relevant software cost 

estimation journal papers?   
RQ3: To what extent are software cost estimation 

researchers aware of the breadth of potential 
estimation study sources?   

RQ4: Which journal is the dominant software cost 
estimation journal? To what extent does this journal 
have research topic biases?  

RQ5: How many researchers are there who have a long 
term interest in software cost estimation? To what 
extent do the interests of these researchers affect 
the distribution of research topics? 
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RQ Example (Est1) 
RQ6: What are the most investigated software cost 

estimation research topics and how has this 
changed over time?   

RQ7: What are the most investigated estimation 
methods and how has this changed over time?   

RQ8: Is there a need for change of research focus?   
RQ9: What are the most frequently applied research 

methods, and in what study context? How has 
this changed over time?   

RQ10: What are the main shortcomings regarding use 
of research methods?  
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RQ Example (Est2) 
RQ1: What evidence is there that cross-

company estimation models are not 
significantly worse than within-company 
estimation models for predicting effort for 
software/Web projects?  

RQ2: Do the characteristics of the study data 
sets and the data analysis methods used 
in the study affect the outcome of within-
company and cross-company effort 
estimation accuracy studies?  

RQ3: Which estimation method(s)/process(es) 
were best for constructing cross-company 
effort estimation models?  
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RQ Example (UML) 
RQ1. Which type of UML model quality has 

been investigated by researchers?   
RQ2. Which research methods are used in 

research on UML model quality?   
RQ3. What is the nature of the research 

results on UML model quality?   
RQ4. Which research goals are aimed at in 

research on UML model quality?   
RQ5. Which type of UML diagrams is the focus 

of the research on UML model quality?  
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Review Protocol 
§  A review protocol specifies the 

methods that will be used to 
undertake specific systematic review, 
to reduce the possibility of researcher 
bias.  

§  The components of a protocol include 
all the elements of the review plus 
some additional planning information 
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Review Protocol 
§  Background, the rationale for the survey.  
§  The research questions that the review is 

intended to answer 
§  The search strategy that will be used to search 

for primary studies including search terms and 
resources to be searched. Resources include 
digital libraries, specific journals, and 
conference proceedings.  

§  Study selection criteria. Study selection criteria 
are used to determine which studies are 
included in, or excluded from, a systematic 
review. It is usually helpful to pilot the selection 
criteria on a subset of primary studies.  
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Review Protocol 
§  Study selection procedures. The protocol 

should describe how the selection criteria will 
be applied e.g. how many assessors will 
evaluate each prospective primary study, and 
how disagreements among assessors will be 
resolved.  

§  Study quality assessment checklists and 
procedures. The researchers should develop 
quality checklists to assess the individual 
studies. The purpose of the quality 
assessment will guide the development of 
checklists.  
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Review Protocol 
§  Data extraction strategy. This defines how the 

information required from each primary study 
will be obtained.  

§  Synthesis of the extracted data. This defines 
the synthesis strategy. This should clarify 
whether, not a formal meta-analysis is 
intended and if so what techniques will be 
used.  

§  Dissemination strategy (if not already 
included in a commissioning document).  

§  Project timetable. This should define the 
review schedule.  
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Protocol Review   
§  The protocol is a critical element of any 

systematic review.  
§  Researchers must agree a procedure for 

reviewing the protocol.  
§  If appropriate funding is available, a group of 

independent experts should be asked to 
review the protocol.  

§  The same experts can later be asked to 
review the final report.  

§  PhD students should present their protocol to 
their supervisors for review and criticism.  
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Execution 
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Research 
identification 

Primary studies 
selection 

Quality 
assessment 

Data 
extraction 

Data 
synthesis 



Stages and measures 
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Studies identified and 
screened for retrieval 

Excluded,  
with reasons 

Retrieved for more 
detailed evaluation 

Potentially appropriate 
for meta-analysis 

Included in  
meta-analysis 

Studies with usable 
information 

Excluded,  
with reasons 

Excluded,  
with reasons 

Withdrawn, by 
outcome, with reasons 

Research identification 
§  Search strategy 

w Search strings 
§  Publication bias 
§  Bibliography management and 

document retrieval 
§  Documenting the search  
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Search strategy 
§  Search strategies are usually iterative and 

benefit from:  
w Preliminary searches aimed at both 

identifying existing systematic reviews and 
assessing the volume of potentially relevant 
studies.  

w Trial searchers using various combinations of 
search terms derived from the research 
question  

w Reviews of research results 
w Consultations with experts in the field  
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Search strategy 
§  Initial searches for primary studies can be 

undertaken initially using electronic 
databases but this is not sufficient.  

§  Other sources of evidence must also be 
searched (sometimes manually) including:  
w  Reference lists from relevant primary studies and 

review articles  
w  Journals (including company journals such as the 

IBM Journal of Research and Development), grey 
literature (i.e. technical reports, work in 
progress) and conference proceedings  

w  Research registers 
w  The Internet  
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Search string 
§  Constructed using the following steps:  

w Define the major terms  
w  Identify alternative spellings, synonyms, 

related terms for major terms.  
w Check the keywords in any relevant papers 

we already had.  
w Use the Boolean, to incorporate alternative 

spellings, synonyms, related terms.  
w Use the Boolean AND to link the major terms  
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Search string – Example (UML) 
§  Major: Quality 

w  Synonyms and related: consistency, 
maintainability, understandability, completeness, 
comprehension, comprehensibility, testability, 
defect, effectiveness, complexity, readability, 
metric, measure, efficiency, validation, 
verification, layout 

§  Major: UML 
w  Synonyms and related: Unified Modeling 

Language  
§  Major: Representation 

w  Synonyms and related: Representation, diagram, 
model 
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Search string – Example (UML) 
§  Resulting search string 
(UML OR UNIFIED MODELING LANGUAGE)  
AND  
(REPRESENTATION OR DIAGRAM OR MODEL)  
AND  
(QUALITY OR CONSISTENCY OR 
MAINTAINABILITY OR UNDERSTANDABILITY OR 
COMPLETENESS OR COMPREHENSION OR 
COMPREHENSABILITY OR TESTABILITY OR 
DEFECT OR EFFECTIVENNES OR COMPLEXITY 
OR READABILITY OR EFFICIENCY OR 
VALIDATION OR VERIFICATION OR LAYOUT)  
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Search string – Example (Est2) 
(software OR application OR product OR Web OR WWW OR Internet OR World-Wide Web OR 
project OR development)  
AND  
(method OR process OR system OR technique OR methodology OR procedure)  
AND  
(cross company OR cross organisation OR cross organization OR cross organizational 
OR cross organisational OR cross- company OR cross-organisation OR cross-
organization OR cross-organizational OR cross-organisational OR multi company OR 
multi organisation OR multi organization OR multi organizational OR multi 
organisational OR multi- company OR multi-organisation OR multi-organization OR 
multi-organizational OR multi-organisational OR multiple company OR multiple 
organisation OR multiple organization OR multiple organizational OR multiple 
organisational OR multiple-company OR multiple-organisation OR multiple-organization 
OR multiple-organizational OR multiple- organisational OR within company OR within 
organisation OR within organization OR within organizational OR within 
organisational OR within-company OR within-organisation OR within-organization OR 
within-organizational OR within-organisational OR single company OR single 
organisation OR single organization OR single organizational OR single 
organisational OR single-company OR single-organisation OR single-organization OR 
single-organizational OR single-organisational OR company-specific)  
AND  
(model OR modeling OR modelling)  
AND  
(effort OR cost OR resource)  
AND  
(estimation OR prediction OR assessment) 
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Search string – Example (Est2) 
(software OR application OR product OR Web OR WWW OR 
Internet OR World-Wide Web OR project OR development)  
AND  
(method OR process OR system OR technique OR methodology 
OR procedure)  
AND  
(cross company OR cross organisation OR cross 
organization OR cross organizational OR … OR multiple 
organizational OR multiple organisational OR …)  
AND  
(model OR modeling OR modelling)  
AND  
(effort OR cost OR resource)  
AND  
(estimation OR prediction OR assessment) 
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Search string – Example (GSE) 
§  The final search strings were based on the experience from 

the pilot searches and consisted of a Boolean expression:  
(A1 or A2 or A3 or A4)  

AND (B1 or B2 or B3 or B4) 
§  where  

w  A1= global software development  
w  A2= global software engineering  
w  A3= distributed software development  
w  A4= distributed software engineering  
w  B1= empirical  
w  B2= industrial  
w  B3= experiment  
w  B4= case study  
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Search source – Examples (UML) 
§  SCOPUS database,  
§  Science@Direct with the subject Computer 

Science,  
§  Wiley InterScience with the subject of 

Computer Science, I  
§  IEEE Digital Library,  
§  ACM Digital Library,  
§  SPRINGER database. 
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Search source – Examples (Est2) 
§  Sources 

w  INSPEC 
w  El Compendex 
w  Science Direct 
w  Web of Science 
w  IEEExplore 
w  ACM Digital library  

§  The search strings needed to be adapted to suit 
the specific requirements of the difference data 
bases.  

§  In addition, the researchers searched several 
individual journals (J) and conference proceedings 
(C) sources 
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Search sources – Example (GSE) 
§  Compendex,  
§  IEEE Xplore, 
§  Springer Link, 
§  ISI Web of Knowledge,  
§  ScienceDirect, 
§  Wiley Inter Science Journal Finder, 
§  ACM Digital Library  
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Publication bias 
A.k.a. “the file drawer problem” 
§  The editorial predilection for 

publishing particular findings e.g., 
positive results, which leads to the 
failure of authors to submit negative 
findings for publication 
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R. Rosenthal (1979) The "file drawer problem" and tolerance for null results,  
Psychological Bulletin, Vol. 86, No. 3, 838-641 



Publication bias 
§  Roughly 90% of the published studies 

confirm the experimental hypotheses 
being tested 

§  Only well designed studies, with high 
power are performed  

§  Researchers formulate only true 
hypotheses 
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Publication bias 
§  Different causes 

w Study design or execution 
w Researcher decision 
w Journals behavior 
w Sponsorship 
w Review design or execution 
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Publication bias 
§  Scanning the grey literature,  
§  Scanning conference proceedings.  
§  Contacting experts and researches 

working in the area and asking them if 
they know of any unpublished results 

§  Research registries 
w In medicine: ClinicalTrials.gov 
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Publication bias detection 
§  Proportion of significant studies 

w Very simple 
w Does not actually demonstrate 

publication bias as no expected 
percentage of positive studies exists 

§  Funnel graphs 
w Only requires published data 
w Symmetry defined informally 

§  Statistical methods 
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Funnel plot 
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Negative results: 
candidates for 

exclusion 

Funnel plot 
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Bib management and retrieval 
§  Bibliographic packages to manage the 

large number of references that can be 
obtained from a thorough literature 
research  
w Reference Manager,  
w Endnote  
w BibDesk 

§  Once reference lists have been finalized 
the full articles of potentially useful 
studies will need to be obtained. 
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Documenting the search 
§  The process of performing a systematic 

review must be transparent and 
replicable:  
w The review must be documented in sufficient 

detail for readers to be able to assess the 
thoroughness of the search.  

w The search should be documented as it 
occurs and changes noted and justified.  

w The unfiltered search results should be saved 
and retained for possible reanalysis.  
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Documenting the search 
Data source Documentation items 
Electronic library Name of the database 

Search strategy 
Date of search 
Years covered by search 

Journal (manual search) Name of journal 
Years searched 
Any issue non searched 

Conference proceedings Title of proceedings 
(Name of conference) 
(Title translation) 

Efforts to identify 
unpublished research 

Research groups and researchers contacted 
Research web sites searched 

Other sources Date searched / contacted 
URL 
Any specific condition pertaining the search 
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Study selection 
§  Selection criteria should be decided 

during the protocol definition.  
§  Inclusion and exclusion criteria should 

be based on the research question.  
§  They should be piloted to ensure that 

they can be reliably interpreted and 
that they classify studies correctly.  
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Study selection 
§  Study selection process  

w  Initially, selection criteria should be interpreted 
liberally, so that unless studies can be clearly 
excluded based on titles and abstracts, full 
copies should be obtained.  

w  Final inclusion/exclusion decisions should be 
made after the full texts have been retrieved.  

w Maintain a list of excluded studies identifying 
the reason for exclusion.  

§  Reliability of inclusion decisions  
w When two or more researchers assess each 

paper, agreement between researchers must be 
reached  
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Selection criteria – Example(UML) 
§  Inclusion criteria:  

w Papers which dealt with UML and the 
tangible results of the modeling process  
(the UML diagram),  

w were written in English,  
w and were published between 1997 and 

2009.  
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Selection criteria – Example(UML) 
§  Exclusion criteria:  

w  pure discussion and opinion papers,  
w  studies available only in the form of abstracts or PowerPoint 

presentations,  
w  duplicates (for example, the same paper included in more than 

one database or in more than one journal),  
w  research focusing issues other than UML model quality (for 

example, functional size measurement),  
w  or where quality is mentioned only as a general introductory term 

in the paper’s abstract and an approach or other type of proposal 
related to quality is not amongst the paper’s contributions.  

w  Papers were also excluded if they dealt with the quality and 
complexity of UML as a language (for example, how to make UML 
the language simpler) rather than on the quality and complexity 
of the models produced by UML,  

w  if the paper was a summary of a workshop.  
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Selection Criteria – Example(Est2) 
§  Inclusion criteria: 

w  any study that compared predictions of cross-
company models with within-company models 
based on analysis of single company project 
data.  

§  Exclusion criteria: 
w  studies where projects were only collected from 

a small number of different sources (e.g. 2 or 3 
companies),  

w  studies where models derived from a within-
company data set were compared with 
predictions from a general cost estimation 
model.  
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Selection criteria – Example (Est1) 
§  Inclusion criteria 

w papers that compare judgment-based 
and model-based software development 
effort estimation.  

§  Exclusion criteria  
w excluded one relevant paper due to 

“incomplete information about how the 
estimates were derived”.  
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Snowball Sampling 
§  Establish a start set of papers 

w search in a general purpose engine (e.g. 
Google Scholar) 

§  Apply inclusion and exclusion criteria  
§  Then snowballing is performed  

w backward snowballing (based on 
reference lists) 

w forward snowballing (based on citations) 
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Study quality assessment 
§  It is generally considered important to assess 

the “quality” of primary studies  
w  To provide still more detailed inclusion/

exclusion criteria.  
w  To investigate whether quality differences 

provide an explanation for differences in study 
results.  

w  As a means of weighting the importance of 
individual studies when results are being 
synthesized.  

w  To guide the interpretation of findings and 
determine the strength of inferences.  

w  To guide recommendations for further research.  
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Quality assessment 
§  Quality relates to the extent to which the 

study minimizes bias and maximizes 
internal and external validity  
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Parameter Synonyms Description 
Bias Systematic error Tendency to produce results that 

depart systematically from “true” 
results. 

Internal 
validity 

Validity The extent to which design and 
conduct of the study are likely to 
prevent systematic error. 

External 
validity 

Generalizability, 
Applicability 

The extent to which the effects 
observed in the study are 
applicable outside the study. 



Quality assessment 
§  It is advisable to :  

w  build checklists 
w  assign numerical scales 

–  quantitative assessments of quality can be obtained.  
§  Checklists are also developed by considering 

bias and validity problems that can occur at 
the different stages in an empirical study:  
w Design, Conduct, Analysis, and Conclusions.  

§  Kitchenham et al (2007) in the technical 
report provide: 
w  A quality checklist for quantitative studies 
w  A quality checklist for qualitative studies  
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Quality – Example(Est2) 
§  Is the data analysis process appropriate?  

w  Was the data investigated to identify outliers and to assess distributional 
properties before analysis? 

w  Was the result of the investigation used appropriately to transform the data 
and select appropriate data points?  

§  Did studies carry out a sensitivity or residual analysis? 
w  Were the resulting estimation models subject to sensitivity or residual 

analysis?  
w  Was the result of the sensitivity or residual analysis used to remove abnormal 

data points if necessary?  
§  Were accuracy statistics based on the raw data scale?  
§  How good was the study comparison method?  

w  Was the single company selected at random (not selected for convenience) 
from several different companies? 

w  Was the comparison based on an independent hold out sample (0.5) or 
random subsets (0.33), leave-one-out (0.17), no hold out (0)? 
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Quality – Example (Est2) 
§  The size of the within-company data set, measured 

according to the criteria presented below. 
Whenever a study used more than one within-
company data set, the average score was used:  
w  Less than 10 projects: Poor quality (score = 0)  
w  Between 10 and 20 projects: Fair quality (score = 0.33)  
w  Between 21 and 40 projects: Good quality (score = 0.67)  
w  More than 40 projects: Excellent quality (score = 1)  
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Quality assessment 
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Jadad et al., Assessing the quality of reports of randomized clinical trials: 
Is blinding necessary?, Controlled Clinical Trials, 17(1), February 1996 



Data extraction 
§  Data extraction forms  

w All the questions needed to answer the 
review question 

w Quality evaluation criteria,  
w Standard information including:  

– Name of Review 
– Date of Data extraction 
– Title, authors, journal, publication details 
–  Space for additional notes  

§  Data extraction procedures 
§  Multiple publications of the same data  
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Data synthesis 
§  Descriptive synthesis (narrative ) 

w Extracted information should be tabulated  
§  Qualitative synthesis 

w Thematic synthesis 
w Grounded theory 

§  Quantitative synthesis 
w Descriptive statistics 
w Meta-analysis  
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Thematic Synthesis 
§  Qualitative research method 
§  Well-organized way of describing 

large and potentially diverse evidence 
§  Generate new insights from primary 

studies, e.g. relating to rare or 
infrequent events 
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Thematic Synthesis 

84 

TABLE 1. MAIN APPROACHES FOR THEMATIC ANALYSIS. 

 Braun and Clark [8] Boyatzis [5] Attride-Stirling [1] Thomas and Harden [42] 

Discipline Psychology Social Science Health Improvement Social Science 

Data Raw data Raw data Raw data Primary studies 
Coding Theory or data driven  Theory or data driven Use of theoretical coding 

framework 
Line-by-line coding 

Themes Use of thematic maps Constant comparison, scoring, 
scaling and clustering 

Use of thematic maps Axial coding 

Trustworthiness Transparency Reliability Not Mentioned  Transparency, generalizability, 
quality and sensitivity analysis 

 
the latter case, primary studies become the unit of analysis 
instead of original texts and transcripts. 

We extend existing approaches with relevant guides and 
recommendations for SE and conceptualize thematic 
synthesis in SE as a scientific inquiry consisting of five steps 
based on the extent literature (Table 1). The process and 
outcome associated with each step parallel those of primary 
research and are exemplified with the eight systematic 
reviews that were categorized as thematic synthesis in a 
tertiary study [15] of synthesis in SE [2][4][30][31][32][41] 
[43][44]. The fact that none of these reviews refer to a 
method of synthesis is a strong indication that concrete steps 
and recommendations are needed. From these reviews, we 
identified a need for a more systematic and transparent 
process of the thematic synthesis of the evidence in SE and 
also for a stronger focus on research synthesis in SE. 

Fig. 1 shows an overview of the synthesis process, while 
Table 2 describe the main steps and checklist items we 
propose for thematic synthesis in SE. In practice, reviewers 
will move in an iterative manner among the steps. We have 
separated them out and presented them sequentially simply 
to provide a structure to the recommendations. We also 
assume that the steps of planning, identification, and 
selection of relevant primary studies have already been 
performed.  

II. EXTRACT DATA 
A key part of systematic reviews is data extraction, in which 
essential text and data from the primary studies are obtained 
in an explicit and consistent way according to a defined 
extraction strategy. However, before starting the extraction, 
we recommend reading the entire set of selected papers at 
least once to get immersed with the data. 

Such immersion is important in order to be familiar with 
the depth and breadth of the evidence. Initial ideas and 
identification of possible patterns in the data will be shaped 
during this first reading. Although it is tempting to skip this 
step, most of the literature on thematic analysis advises 
strongly against skipping this immersion [8].  

Immersion was explicitly stated in half of the thematic 
syntheses included in the tertiary study. For instance, Staples 
and Niazi described the following [41]:  

The planned selection process had two parts: an initial 
selection from the search results of papers that could 
satisfy the selection criteria, based on a reading of the title 
and abstract of the papers; followed by a final selection 
from the initially selected list of papers that satisfy the 
selection criteria, based on a reading of the entire papers. 

After the initial reading of the papers, reviewers can also 
update the systematic review protocol, which among other 
things contains the data extraction strategy and synthesis 
strategy [33][34].  

There are several ways of extracting data from papers. 
We recommend a structured reading technique as proposed 
by Cruzes et al. to explore the evidence of a systematic 
review [17]. Using this technique, the reviewer follows a 
procedure for identifying context information and the 
findings of the paper. Fig. 2 shows a possible template for 
this data extraction structure. There is at least one context 
description associated with each paper (possibly more, if the 
paper describes data collected from several studies), and 
there will be at least one finding for each context, probably 
many. For the context, for example, it is important that the 
reviewer focuses on information that will help in the 
understanding and interpretation of the findings of the study.  

 

 
Figure 1. Thematic synthesis process (adapted from Creswell [14]). 
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From: D. S. Cruzes and T. Dyba, "Recommended Steps for Thematic 
Synthesis in Software Engineering," 2011 International Symposium on 
Empirical Software Engineering and Measurement, 2011, pp.275-284. 



TS – Extract Data 
§  Extract data from the primary studies, 

including bibliographical information, 
aims, context, and results.  
w Have all papers been read carefully to get 

immersed with the data?  
w Have specific segments of text pertaining to 

the objectives of the synthesis been 
identified?  

w Have publication details, context 
descriptions, and findings been extracted 
from all papers?  

w Have another researcher checked the 
extraction?  
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TS – Code Data 
§  Identify and code interesting concepts, 

categories, findings, and results in a systematic 
fashion across the entire data set.  
w  Have important segments of text like concepts, 

categories, findings, and results been labeled and 
coded?  

w  Has coding been done across the entire data set on a 
level that is appropriate for the research questions?  

w  Has a list of initial codes with definitions and 
frequencies been created and checked by another 
researcher?  

w  Have consistency checks or inter-rater reliability 
checks been performed to establish the credibility of 
the coding?  

w  Are there clear, evident connections between the text 
and the codes?  
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TS - Codes into themes  
§  Translate codes into themes, sub- 

themes, and higher order themes.  
w Have themes been created from a thorough, 

inclusive, and comprehensive review of the 
codes of all papers?  

w Has overlap between codes been reduced 
and the remaining codes been collated and 
translated into themes  

w Have themes been checked against each 
other and back to the data of the original 
papers?  

w Are themes internally coherent, consistent, 
and distinctive?  
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TS-Model of higher-order themes  
§  Explore relationships between themes and 

create a model of higher-order themes.  
w Have themes been compared across studies, 

translated into each other, and interpreted into 
higher-order themes?  

w Have higher-order themes and relationships 
between themes been checked against the 
research questions of the synthesis?  

w  Are there clear descriptions of the higher-order 
themes and the relationships between these 
themes?  

w Has a model been created to show the 
relationships between the higher-order themes?  
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Themes 

89 

used interchangeably with other words such as ‘category’, 
‘domain’, ‘phrase’, ‘unit of analysis’, and others. Some 
helpful definitions of theme are as follows: 

A theme is an outcome of coding, categorization, and ana-
lytic reflection, not something that is, in itself coded [39]. 
A theme at a minimum describes and organizes possible 
observations or at the maximum interprets aspects of the 
phenomenon. A theme may be identified at the manifest 
level (directly observable in the information) or at the 
latent level (underlying the phenomenon) [6]. 
A theme is an abstract entity that brings meaning and 
identity to a recurrent experience and its variant mani-
festations. As such, a theme captures and unifies the nature 
or basis of the experience into a meaningful whole [19]. 

Themes pull together a lot of material into more 
meaningful and parsimonious units; it is a way of grouping 
the initial codes into a smaller number of sets (15-20 
themes), as shown in Fig. 1. Themes reduce large amounts 
of codes into a smaller number of analytic units, and help 
the researcher elaborate a cognitive map; an evolving more 
integrated schema for understanding local incidents and 
interactions. 

Essentially the process of translating codes into themes 
is to start to consider how different codes may combine to 
form an overarching theme. As shown in Fig. 4, as the 
researcher starts to distantiate from the text, the level of 
abstraction increases and also the generalizability in the 
definition of the themes. This is not a single step process; as 
codes are analyzed, some of the first cycle codes may later 
be subsumed by other codes, relabeled, or dropped all 
together. As one progresses in the translation to themes, 
there may be some rearrangement and reclassification of 
coded data into different and even new codes. The end of 
the process is when the researcher saturates the possible 
themes emerging from the data.  

 
Figure 4. Levels of interpretation in thematic synthesis. 

Saldaña describes many different methods for this step 
[39]: pattern, elaborative or longitudinal coding, and a more 
grounded theory approach with focused coding [11] and 
axial and/or theoretical/selective coding [13].  

We also recommend the use of visual representations to 
help sorting the different codes into themes (see for example 
Fig. 5). The process of deriving themes from textual data and 
illustrating these with some representational tool is well 
established in qualitative research. Some tools such as 
thematic networks, tables, tree-maps, or mind-maps can be 
used to start organizing the codes and translating them into 
themes [1][8][40][38].  

In the thematic syntheses in SE, this step was usually not 
described in detail. The authors were usually not explicit 
about the process of synthesizing the codes and translating 
them into themes. One exception is Beecham et al., who 
identified 9 aspects (themes) of SE that motivates software 
engineers from 21 motivators (codes) [2]: 

Table … identifies themes based on (de)motivators 
relating to the Software Engineering activity itself. Factors 
related to salary or other motivators extraneous to Soft- 
ware Engineering itself have not been included in this 
analysis. This question is an offshoot of our Research 
Question. 

 
Figure 5. Example of thematic map.
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From: D. S. Cruzes and T. Dyba, "Recommended Steps for Thematic 
Synthesis in Software Engineering," 2011 International Symposium on 
Empirical Software Engineering and Measurement, 2011, pp.275-284. 

TS-Assess the trustworthiness  
§  Assess the trustworthiness of the 

interpretations leading up to the 
thematic synthesis.  
w Have the assumptions about, and specific 

approach to, the thematic synthesis been 
clearly explicated?  

w  Is there a good fit between what is claimed 
and what the evidence shows?  

w Are the language and concepts used in the 
synthesis consistent?  

w Are there search questions answered based 
on the evidence of the thematic synthesis?  
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Qualitative analysis tool 
§  Tools for qualitative data analysis 

support the coding phase 
w Nvivo 
w Atlas.ti 
w QDA Miner 
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Meta analysis 
§  Statistical technique for combining the findings 

from independent studies.  
§  Often used to assess the practical effectiveness of 

methods and techniques;  
w  two or more randomized controlled trials.  

§  Provides a precise estimate of treatment effect, 
giving due weight to the size of the different 
studies included.  

§  Good meta-analyses  
w  aim for complete coverage of all relevant studies,  
w  look for the presence of heterogeneity, and  
w  explore the robustness of the main findings using 

sensitivity analysis.  
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Meta analysis 
§  Two stage process 

w summary statistic is calculated for each 
study, to describe the observed 
intervention effect 

w a summary (pooled) intervention effect 
estimate is calculated as a weighted 
average of the intervention effects 
estimated in the individual studies 
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summary =

sum of (estimante weight)

sum of weights

=

P
YiWiP
Wi

Effect size 
§  The findings from individual studies 

are combined using an appropriate 
statistical method.  
w Separate methods are used for combining 

different outcome measures.  
w The methods use a similar approach in 

which the estimate from each study is 
weighted by the precision of the estimate.  
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Outcome measures 
§  Separate methods are used for 

combining different outcome 
measures 

§  Effect size 
w Dichotomous 
w Continuous 
w Ordinal 
w Count and rates 
w Time-to-event 
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Effect size - Continuous 
§  Mean difference 

w Difference of means 
§  Standardized mean difference 

w Cohen’s d 
w Hedges' g 
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SMD =

Di↵erence of outcome means

Standard deviation of outcome

=

x̄E � x̄C

s



Effect size - Dichotomous 
§  Success ratio 

w Odds-ratio 
w Risk ratio (Relative risk) 
w Same interpretation 

– E.g. ratio of 2 èdefined outcome happens 
about twice as often in the intervention group 
as in the control group;  

– ratio of 0.5 è around a 50% reduction in the 
defined event in the treated group compared 
with the controls  

97 

Ratios 
Event 

(Success) 
No Event 
(Failure) Marginals 

Experimental 
intervention SE FE NE 

Control 
Intervention SC FC NC 

Marginals NS NF N 
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RR =

risk of event in experimental group

risk of event in control group

=

SE/NE

SC/NC

OR =

odds of event in experimental group

odds of event in control group

=

SE/FE

SC/FC
=

SEFC

FESC



Effect size - Rate 
§  Rates relate the counts of events to 

the amount of time during which they 
could have happened. 
w Counts of rare events (Poisson data) 

§  Rate-ratio (RR): which compares the 
rate of events in the two groups by 
dividing one by the other. 
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Meta-analysis models 
§  Fixed-effect 

w each study is estimating exactly the same 
quantity 

§  Random effect 
w studies are not all estimating the same 

intervention effect 
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Methods 
§  Continuous 

w Inverse variance:  
§  Dichotomous 

w Mantel-Haenszel 
– Odds ratio 

– Risk ratio 
§  Vote counting 

w number of positive vs. number of 
negative studies 
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Wi =
FE,i · SC,i

Ni

Wi =
1

SE2
i

Wi =
SC,i(SE,i + FE,i)

Ni

Sensitivity analysis 
§  Explores ways in which the main 

findings are changed by varying: 
w Selection 
w Inclusion 
w Aggregation 
w Etc. 

§  Sort of threats to validity 
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Report 
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Dissemination media 
selection 

Report formatting 

Dissemination strategy 
§  It is important to communicate the 

results of a systematic review effectively.  
§  Most guidelines recommend planning the 

dissemination strategy during the 
commissioning stage (if any) or when 
preparing the systematic review protocol.  

§  Academics usually assume that 
dissemination is about reporting results 
in academic journals and/or conferences.  
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Dissemination Venues 
§  Journals 

w Information and Software Technology 
w IEEE Transactions on Software Engineering 
w Empirical Software Engineering 
w IEEE Software – Voice of Evidence column 

§  Conferences 
w ESEM 
w EASE 
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Dissemination strategy 
§  If the results of a systematic review are 

intended to influence practitioners, other 
forms of dissemination are necessary:  
w Practitioner journals and magazines,  
w Press releases to popular and specialized 

press,  
w Short summary leaflets, 
w Posters,  
w Web pages,  
w Direct communication to affected bodies.  
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Report formatting 
§  Typical formats:  

w Technical report or section of a PhD thesis.  
w  Journal or conference paper.  

§  A journal or conference paper will 
normally have a size restriction.  
w  In order to ensure that readers are able to 

properly evaluate the rigor and validity of a 
systematic review, journal papers should 
reference a technical report or thesis that 
contains all the details.  
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Report Structure 
§  Structured abstract 
§  Background 
§  Research questions 
§  Method 
§  Included and excluded studies 
§  Results 
§  Discussion 
§  Conclusions 
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Structured abstract 
§  Context 

w  The important of the research questions addressed 
§  Objectives 

w  The question addressed 
§  Methods 

w  Data sources, study selection, quality assessment 
and data extraction 

§  Results 
w  Main findings including meta-analysis results , and 

sensitivity analysis 
§  Conclusions 

w  Implications for practice and future research 
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Graphical representation 
§  Forest plot 
§  Bubble plot (?) 
§  L’Abbé plot 
§  Galbraith (radial) plots 
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VOICE OF EVIDENCE

outcome is shown. For each study, the
square box indicates the estimated ef-
fect size, and the length of the line to ei-
ther side of the square represents the
95 percent confidence interval for that
estimate. (Studies with less variance
have smaller confidence intervals.) The
bottom line in each analysis contains a
plot with a diamond, which indicates
the overall effect size for the meta-
analysis. The line’s center and width
give the estimated mean and its 95 per-
cent confidence interval of the popula-
tion effect size, respectively.

Not all studies contribute equally to
that overall conclusion. In each analysis,
the studies are sorted by the relative
weight that the study’s effect size re-
ceives in the meta-analysis (represented

by the size of each square). Each study’s
weight is inversely proportional to the
variance. Estimates from larger studies
will usually be more precise than those
from smaller studies; so, larger studies
will generally receive greater weight.

Regarding PP’s effect on quality, the
meta-analysis shows a general agree-
ment among the studies and suggests
that PP leads to a medium-sized increase
in quality compared with individual
programming (effect size = 0.38). All the
included studies show that PP positively
affects quality, although most of these
effect sizes are small to medium.

Regarding duration, the meta-analysis
suggests that PP has a medium-sized
overall reduction of the time to deliver
the finished product, compared with

individual programming (effect size =
0.40). Unlike the analysis for quality,
the studies on duration show a more
mixed picture; two of the 11 studies
show a negative effect, while the re-
maining nine show a positive effect.

Regarding effort, the meta-analysis
suggests that there’s a medium-sized
negative effect due to PP when com-
pared with individual programming (ef-
fect size = –0.57). All but one study
show a negative effect on effort—that
is, that working in pairs requires more
person-hours to develop the same soft-
ware. The one exception is study S06b.9

However, the results of that study aren’t
directly comparable because this was
the only study that compared teams of
pairs with teams of individuals who
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Figure 1. Meta-analyses of pair programming’s effects on (a) quality, (b) duration, and (c) effort.
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outcome is shown. For each study, the
square box indicates the estimated ef-
fect size, and the length of the line to ei-
ther side of the square represents the
95 percent confidence interval for that
estimate. (Studies with less variance
have smaller confidence intervals.) The
bottom line in each analysis contains a
plot with a diamond, which indicates
the overall effect size for the meta-
analysis. The line’s center and width
give the estimated mean and its 95 per-
cent confidence interval of the popula-
tion effect size, respectively.

Not all studies contribute equally to
that overall conclusion. In each analysis,
the studies are sorted by the relative
weight that the study’s effect size re-
ceives in the meta-analysis (represented

by the size of each square). Each study’s
weight is inversely proportional to the
variance. Estimates from larger studies
will usually be more precise than those
from smaller studies; so, larger studies
will generally receive greater weight.

Regarding PP’s effect on quality, the
meta-analysis shows a general agree-
ment among the studies and suggests
that PP leads to a medium-sized increase
in quality compared with individual
programming (effect size = 0.38). All the
included studies show that PP positively
affects quality, although most of these
effect sizes are small to medium.

Regarding duration, the meta-analysis
suggests that PP has a medium-sized
overall reduction of the time to deliver
the finished product, compared with

individual programming (effect size =
0.40). Unlike the analysis for quality,
the studies on duration show a more
mixed picture; two of the 11 studies
show a negative effect, while the re-
maining nine show a positive effect.

Regarding effort, the meta-analysis
suggests that there’s a medium-sized
negative effect due to PP when com-
pared with individual programming (ef-
fect size = –0.57). All but one study
show a negative effect on effort—that
is, that working in pairs requires more
person-hours to develop the same soft-
ware. The one exception is study S06b.9

However, the results of that study aren’t
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pairs with teams of individuals who

(a)

P07a
S06a
S00
S03
S05b
P07b
S02
S06c
S06b
P98
S06d
Overall effect

Study

 0.11
 0.08
 1.04
 0.10
 0.28
 0.69
 0.30
 0.32
 0.51
 0.91
 2.20
 0.38

Effect size

–0.24
 –0.28
   0.65
–0.44
–0.32
–0.09
–0.50
–0.69
–0.59
–0.28
 0.58
 0.21

–2.00 –1.00 0.00 1.00 2.00

Lower limit

 0.46
 0.43
 1.43
 0.64
 0.88
 1.46
 1.09
 1.32
 1.62
 2.10
 3.82
 0.55

Upper limit Effect size and 95% confidence interval

(b)

P07a
S05a
S01
S03
S05b
P07b
S02
P02
S06b
S06d
P98
Overall effect 

 0.21
 0.57
 0.16
 0.55
 1.30
 –0.59
 –0.05
 0.06
 0.98
 1.85
 4.09
 0.40

 –0.13
 0.07
 –0.40
 –0.03
 0.64
 –1.37
 –0.84
 –1.08
 –0.24
 0.34
 1.98
 0.21

  0.54
 1.07
 0.73
 1.14
 1.95
 0.20
 0.74
 1.21
 2.20
 3.35
 6.20
 0.59

 33.33
 15.24
 11.83
 10.97
 8.66
 6.09
 6.01
 2.87
 2.51
 1.65
 0.84

(c)

P07a
S05a
S05b
S05c
S06b
S06d
S06c
Overall effect

 –0.68
 –1.09
 –0.25
 –0.49
 –0.64
 –0.11
 2.52
 –0.57

 –1.03
 –1.61
 –0.85
 –1.62
 –1.83
 –1.31
 1.17
 –0.81

 –0.34
 –0.58
 0.35
 0.63
 0.54
 1.10
 3.88
 –0.33

 47.66
21.17
15.73
 4.46
 4.04
 3.88
 3.07

 23.24
 22.85
 18.64
 9.80
 7.95
 4.73
 4.53
 2.81
 2.33
 2.02
 1.09

Relative
weight

Favors solo programming Favors pair programming

Figure 1. Meta-analyses of pair programming’s effects on (a) quality, (b) duration, and (c) effort.

Authorized licensed use limited to: IEEE Xplore. Downloaded on January 10, 2009 at 17:01 from IEEE Xplore.  Restrictions apply.

Dyba ̊ et al., 2007 

Bubble plot 

112 

analysis, and so forth. However, it is important to note that this is how the authors presented
the methodology. It may very well be the case that in the eleven case studies not reporting a
sub-method, such as interviews, the researchers used a sub-method but did not report it.
Once again it points to the need for clear presentations.

The analysis of the studies shows that the majority of research is exploratory case
studies. In many of these cases the researchers have collected data and report on challenges,
problems and success factors for GSE.

4.2.2 Research Approaches

Since research within immature disciplines tends to be more exploratory in nature than
research in mature fields that focuses more on testing hypothesis, methods or tools, our
review also addressed evaluation of the proportion between empirically-based versus
empirically-evaluated research in the GSE field (see Fig. 12). Here we refer to empirically-
based as a study basing its conclusions on empirical data, but not performing any actual
empirical evaluation. If doing the latter, be it a practice, a method, a framework or a tool, it
is referred to as empirically-evaluated research. As previously noted, half-scores were
rewarded to papers that had addressed several categories. As can be seen in Fig. 12 there
was one research paper that included both students and practitioners in the reported study.

Figure 12 shows that a majority of the studies are based on empirical data. Only 11 out
of 59 studies were classified as empirically evaluated research, i.e. where the researchers
actually evaluate a method, technique or tool for GSE. It is notable that most of studies
performing an empirical evaluation are laboratory experiments using students as subjects,
which leaves very few studies evaluating software engineering methods, techniques and
tools in an industrial environment where GSE is practiced.

4.2.3 Relevant and Irrelevant Studies

One of our observations from conducting the systematic review addresses the ability for
readers to search and find empirical studies in the GSE. Using the most popular terms
related to the field, our search strategy revealed 387 studies, but only 59 papers were
recognized as relevant after performing a thorough relevance evaluation. As stated above,
although a paper is relevant for the goal of the systematic review it may for a specific
investigation be irrelevant. This means that only 15% of the found studies qualified for the

Fig. 12 Research approaches in
academic and industrial studies
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.. or just a table? 

Academic Industrial 
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based 7.0   41.0 
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evaluated 8.5   2.5 
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Economic assessment 
§  Full economic evaluation studies 

w Comparative analysis of alternative courses 
of action in terms of both  

–  costs (resource use) and 
–  consequences (outcomes, effects)  

§  Partial economic evaluation studies 
w No explicit comparisons between alternative 

interventions 
§  Single effectiveness studies 

w Limited information relating to the 
description, measurement or valuation of 
resource use associated with interventions 
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Full economic evaluation 
§  Cost-effectiveness analysis (CEA):  

w  Effects of interventions are measured in identical units of 
outcome (e.g. defects).  

w  Alternative interventions are compared in terms of ‘cost per unit 
of effect’. 

§  Cost-utility analysis (CUA):  
w  Effects are expressed in utilities, alternative interventions may 

produce different levels of effect in terms of both quantity and 
quality of life (or different effects),.  

w  Utilities are measures which comprise both length of life and 
subjective levels of well-being. The best known utility measure is 
the quality-adjusted life year, or QALY. Alternative interventions 
are compared in terms of cost per unit of utility gained (e.g. cost 
per QALY). 

§  Cost-benefit analysis (CBA):  
w  Both resource inputs and effects of alternative interventions are 

expressed in monetary units,  
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SYSTEMATIC LITERATURE 
MAPPING 
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Systematic Literature Mapping 
§  A systematic mapping study provides 

a structure of the type of research 
reports and results that have been 
published by categorizing them.  
w It often gives a visual summary, the map, 

of its results.  
w It requires less effort while providing a 

more coarse-grained overview.  
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SLM vs. SLR 
§  Goals 
§  Process 
§  Breadth and depth 
§  Topic taxonomy 
§  Approach taxonomy 
§  Validity 
§  Industrial relevance 
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SLM vs SLR: Goals 
§  Research Questions 

w SLR: few specific 
w SLM: several broad 

§  Goals 
w SLR focus on identifying best practices 

based on empirical evidence  
w  SLM focus on classification, conducting 

thematic analysis and identifying 
publication fora, spot research gaps 
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SLM vs. SLR: Process 
§  SLM 

w Articles are not evaluated regarding their 
quality as the main goal is not to 
establish the state of evidence  

w Thematic analysis, it helps to see which 
categories are well covered in terms of 
number of publications 
– Very different w.r.t. meta-analysis 
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SLM vs. SLR: breadth and depth 
§  SLM: 

w More articles can be considered as they 
don’t have to be evaluated in detail. 

w Cover a larger field  
– Looser search strings 
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LESSONS LEARNED 
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Lessons Learned 
§  The poor quality of search engines available (precision, 

available fields)  
§  Researchers should familiarize themselves with how 

each search engine handles search terms.  
§  To avoid redundant searches, researchers should first 

plan which terms will be applied to which search 
engines and once completed, the results and timestamp 
are recorded.  

§  Due to the apparent fragility of some search engines a 
patient and opportunistic approach must be adopted.  

§  The variable quality of the abstracts available for 
Software Engineering papers 

§  More lessons learned in Brereton et al.(2007)  
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Illustrate timeline 
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Meta-evidence 
§  The software engineering research 

community is starting to adopt  
§  SLRs consistently as a research method.  

w  number of SLRs is increasing. 
w  number of researchers and organizations performing them 

is increasing.  

§  The integration of the results of the primary 
studies was poorly conducted by many SLRs. 
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Source (da Silva et al., 2011) 

Meta-evidence 
§  There was very little consistency in the way 

the SLRs are organized.  
§  Many SLRs omitted essential data, including 

important parts of the review protocol.  
§  The majority of the SLRs: 

w  not evaluate the quality of primary studies.  
w  to provide guidelines for practitioners, thus decreasing 

their potential impact on software engineering practice. 
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Source (da Silva et al., 2011) 



Summary 
§  Many of the steps in a systematic review assume that it 

will be undertaken by a large group of researchers.  
§  In the case of a PhD student, the most important steps 

to undertaken are:  
w  Developing a protocol  
w  Defining the research question  
w  Specifying what will be done to address the problem of a 

single research applying inclusion/exclusion criteria and 
undertaking all the data extraction  

w  Defining the search strategy  
w  Defining the data to be extracted from each primary study 

including quality data  
w  Maintaining list of included and excluded studies  
w  Using the data synthesis guidelines  
w  Using the reporting guidelines  
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