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Deliverable ID:  D4 (Part B) 
 
Title: 

WISA architectural knowledge base (WISA)  and Reference Architecture 
(WISA/RA) 

Summary / Contents: 
This document is a part of the deliverable D4 produced in the task 2.1 of the Wise project. Deliverable D4 
includes four parts: Part A: Architectural guidelines, Part B: the WISA (Wireless Internet Service  
Architecture) architectural knowledge base and its reference architecture (WISA/RA), Part C: Analysis of 
the pilot architectures, and Part D: Handbook of reusable architectural assets. 
 
This document presents part of the WISA knowledge base for wireless service engineering. WISA/RA is 
the cornerstone of the WISA knowledge base. The document has been structured around the three major 
parts of the WISA knowledge base: 1) the taxonomy of wireless services, 2) architectural style and pattern 
guidelines, and 3) WISA/RA. These parts will be utilized in the development of the pilot services in the 2nd 
iteration phase of the Wise project. The reusable architectural assets are in Part D. 
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1. INTRODUCTION 
 

This document presents the WISA architectural knowledge base and the reference architecture of wireless 
Internet services. A reference architecture is an informal or formal architectural model that is community-
widely accepted and reused. The WISA knowledge base includes the taxonomy of wireless services, 
WISA/RA reference service architecture for the development of the middleware services useful in wireless 
service engineering and the basic services and components that realize WISA/RA. Brief instructions to use 
the WISA knowledge base will also be given.  
 
The scope of this document is to create an architectural knowledge base about reusable assets that can be 
utilized in wireless service engineering to develop a particular end-user service. Therefore, WISA/RA and 
its basic services have been documented as 3rd party components and services that are provided by 
component and service developers, application providers and content providers to wireless service 
providers that act as integrators in the development of wireless services in multi-organizational development 
settings. 
 
The goal of WISA/RA is to support the developers in the design of the software architecture of a new 
wireless service. Therefore, WISA/RA tries to give ready-made answers to: 
  
• What requirements should be considered In reply to the development of a new wireless service? This 

provides a good starting point for the service architecture development. 
• What are the best practices (i.e. styles and patterns, quality attributes) for architecting a wireless 

service? The purpose is to encourage service developers to use the existing knowledge in order to 
fasten the development of a new service and increase the quality of a service, the final product. 

• What support services are needed for a new wireless service? The most complicated services that take 
most of the development time are not visible to the end-users but prerequisites on which applications 
can be developed. 

• What available components could be used as such and which ones need to be adapted or developed? 
This provides the starting point to estimate investment required for the development of the service 
product. 

 
This document is a part of the D4 deliverable that as a whole provides a set of assets to be used in wireless 
service engineering. Part A, Architectural guidelines (see ref. 1), defines 1) the terminology, 2) viewpoints 
and 3) notation appropriate in the development of wireless services. These guidelines have also been 
applied in the documentation of WISA/RA and the basic services in this document but only from the point of 
view of the users, not the developers, of the reference architecture and its services. Part C, Analysis of pilot 
architectures, gives valuable feedback of the use of the architectural guidelines and WISA/RA. The purpose 
of the Part C is also to encourage the architects to analyze architecture before its use because it leads to 
better quality of services and decrease development cost. In summary, these four parts of D4 provide a set 
of reusable assets for wireless service development and all of them are encouraged to be used in order to 
maximize benefits from the use of WISA knowledge base.  
 
The content of this document is the WISA knowledge base and WISA/RA, the reference architecture of 
wireless services. In their development, the following approach has been applied: 
• Services are categorized according to their intended use.  
• Architectural styles and patterns are used as reusable assets.  
• Quality attributes set to the category of services or a service have used as driving factors in selection of 

styles and patterns for a particular service or a set of services. 
• WISA/RA has been described from three viewpoints: structural, deployment and development. The 

structural view is important in order to understand the place and relations of a service in a wider context. 
The deployment view provides alternative allocation models for service guiding end-user service 
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developers in the use of a service in a particular context. The development view defines the 
completeness of the services inserted to WISA/RA. 

• Descriptions of the services are included in the WISA knowledge base. The purpose of the descriptions 
is to assist service developers to use services as building blocks in the development of wireless 
services. Therefore, the emphasis has put on the quality, features and interfaces a service provides to 
its users, not its internal functional properties. 

 
The WISA knowledge base and the guidelines to develop service architectures and analyze their quality 
issues has been developed and will be refined according to the iterative progressing plan presented in 
Figure 1. Until now, two iteration phases (iteration 0 and iteration 1) have been completed. This document 
describes the first iteration of the WISA knowledge base and WISA/RA that will evolve until the end of the 
Wise project.  
 
 

Refined
architectural
guidelines for

design

Archtiectural
guidelines

Service taxonomy
v. 0.x

Iteration 0

Iteration 1

Iteration 2

Iteration 3

Iteration 4

WISA knowledge
base v. 1.x

Refined and extended
WISA knowledge base

v. 2.x

Completed
WISA knowledge base

v. 3.x

Architectural
guidelines for

design & analysis
v. 2.x

Refined architectural
guidelines for design &

analysis
v. 3.x

Validated
WISA knowledge base

v. 4.x

Validated
Architectural guidelines for

design & analysis
v. 4.x

Start

 

Figure 1. Iterative development of WISA architectur al knowledge base. 
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2. ABBREVIATIONS 
API  Application Programming Interface 
ATM  Asynchronous Transfer Mode  
BSS  Business Support Systems 
C/S  Client Server 
CORBA Common Object Request Broker Architecture 
COTS  Commercial Off-The-Shelf 
CRM   Customer Relationship Management 
DNS   Domain Name Server  
EMS  Enterprise Messaging Server 
FTP   File Transfer Protocol 
GIS  Geographic Information Systems  
GPS  Global Positioning System 
GUI   Graphic User Interface 
HTML   HyperText Markup Language 
HTTP   HyperText Transfer Protocol 
HUS   Heterogeneous User Interface Service 
DSOM  Distributed System Object Model  
IM/P   Instant Messaging and Presence service 
ITF   Interface 
J2EE  Java 2 Enterprise Edition 
J2ME  Java 2 Micro Edition 
MMS  Multi Media Messaging  
MOTS  Modified Off-The-Shelf 
MP3  MPEG1 Layer 3  
MPEG  Moving Picture Experts Group 
MVC  Model-View-Controller architectural pattern 
NFR  Non-functional Requirements 
OCM  Original Component Manufacturer 
ODBC  Open DataBase Connectivity  
OLE  Object Linking and Embedding  
OMA   Open Mobile Alliance 
OS   Operating System 
OSE  Open System Environment 
OSI  Open Systems Interconnection Model 
OSS  Operating Support Systems 
P2P   Peer-to-Peer  
PAC  Presentation-Abstraction-Control 
PAs   Presence Agents 
PC  Personal Computer 
PDA  Personal Digital Assistant 
PING  Packet INternet Groper  
QoS  Quality of Service 
RPC  Remote Procedure Call 
RTP  Rapid Transport Protocol  
RTSP  Real-Time Streaming Protocol  
SIP  Session Initiation Protocol  
SLA   Service Level Agreement 
SMC   Service Management Component 
SMS  Short Message Service 
SQL   Structured Query Language 
TCP/IP  Transmission Control Protocol/ Internet Protocol 
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TOM  Telecom Operations Management 
UDP   User Datagram Protocol  
UE  Universal Explorer  
UIML   User Interface Markup Language 
WAP  Wireless Application Protocol.  
WISA  Wireless Internet Service Architecture 
VM  Virtual Machine / memory 
VP  Viewpoint 
WWW  World Wide Web 
VXML  Voice eXtensible Markup Language 
XML  eXtensible Markup Language 
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3. OVERVIEW OF WISA AND WISA/RA 
 
In this section we give an overview of WISA architectural knowledge base that defines a reference 
architecture for wireless services (WISA/RA) and the guidelines for its use. The key idea behind the 
development of WISA is to use the existing knowledge, standards related to wireless services, quality 
attributes of wireless services, applicable architectural styles and patterns, and existing concepts, services 
and components that are considered as the driving forces in wireless service engineering.   The corner 
stones of the WISA knowledge base are the following artifacts used as reusable assets in the development 
of wireless services: 
• Taxonomy of wireless services defines service categories and their typical features to which (pilot) 

service developers can map their own service under development. 
• Quality attributes guidelines defining their meanings and importance in service architecture 

development. 
• Architectural style and pattern guidelines for architecting wireless services. 
• Reference architecture of wireless Internet services defines conceptual and concrete architectural 

reference architecture views that provide understanding what enabling services are required from a 
platform for wireless services, how they relate to each other, how they can be used and what is their 
status of completeness. 

• An wireless service development handbook, which contains tools for wireless service development in 
the form of:  
• Typical wireless architectures that the concrete architecture of a wireless service can be based on 
• Style and pattern catalog that provides descriptions of most common styles and patterns usable in 

development of wireless services. 
• Service catalog that provides ready-made services (developed in WISE or available from other 

sources) appropriate in the development of wireless services either as COTS/MOTS or as examples 
for architecture design. 

 
The mapping of these elements to the documentation structure of the D4 is shown in Figure 2. 
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Figure 2: The roles and relations between D4 docume nts in Wise. 
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Existing standards and standardization activities form the baseline of the service taxonomy. The service 
taxonomy defines the main categories, called domains, and example services of these domains. Typical 
features further characterize services. The purpose of the service taxonomy is to guide the developers of a 
wireless service to map their problem to the certain domain(s) and assist in identifying the required support 
services and features of these services.  
 
Quality attributes and architectural styles and patterns provide the basis for all kind of architecting. Quality 
of a wireless service is the most important criterion for end-user to buy, use and pay for a service. The 
quality of a service, however, means different things to the different kinds of stakeholders involved in the 
development than it means the service users (ref. 2, [19]). Meanings of quality attributes are often confused 
and misunderstand, and therefore, their definitions are included to the WISA knowledge base.  In selecting 
the quality attributes of most importance for wireless services we created a framework, a quality stack, that 
link the business stakeholders of wireless services to the main domains of wireless services and through 
them to the quality attributes of these domains. This mapping between stakeholders and quality attributes 
assist the developers to prioritize quality attributes and concentrate on those that produces the greatest 
benefit not only to the service developer but also to the users of the service. 
 
Architectural styles and patterns are tried and tested models to solve a particular kind of problem and meet 
the predefined quality requirements. Therefore, they are reusable assets to be included in WISA and 
utilized in the development of the reference architecture of wireless services, its basic services and also 
used in their applications, i.e. the instances of WISA/RA. This quality-driven style-oriented approach has 
exemplified by two generic platform services presented in [17]. 
 
The conceptual structure of WISA Reference Architecture (Figure 3) depicts the main domains of the WISA 
taxonomy as a layered architecture that also supports a direct interaction between nonadjacent layers if it is 
required by end-user applications. WISA/RA provides a conceptual architecture that can be used as a 
corner stone in the architecture development of a new service. This in turn assists service developers to find 
the services already represented in the service catalog and concentrate the development effort on new 
services and components needed in the new end-user service. 
 

<<Domain>> End User Services

<<Domain>> Application Support
Services

<<Domain>> Generic Support Services

<<Domain>>
Service

Management

<<Uses>>

<<Data>>

<<Control>>

<<Uses>>

<<Uses>>

<<Domain>> Technology Platform Services

<<Uses>>

<<Control>>

<<Uses>>

<<Uses>>

<<Control>>

<<Data>>

<<Uses>>

 

Figure 3. Overview of conceptual structural view of  WISA/RA. 
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Because wireless service engineering is heavily based on the use of 3rd party components and services 
WISA includes a reuse repository, called WISA service catalog. The idea is to collect, adapt and document 
existing concepts, services and components that are valuable for wireless service engineers in the sense of 
use them as such, modify them to a new context or absorb some idea from them to develop a new service. 
The aim of WISA service catalog is to create community-wide assets that improve the quality of wireless 
services and speed up their development. The WISA knowledge base gives a comprehensive framework to 
develop the architectures of wireless services by focusing on cost effectiveness and quality that are 
fundamental requirements of future wireless services.  
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4. TAXONOMY OF WIRELESS SERVICES 
This taxonomy defines a detailed classification of wireless services and their enabling services in order to 
gain better understanding of such services and provide basis for the structural view of WISA reference 
architecture and classification of services in the WISA service catalog. 
 
First two chapters explain the rationale behind the developed taxonomy in form of analysis of what wireless 
services are and what kind of standards and classifications is already available. The basic idea of taxonomy 
is then introduced with the selected division into main domains. Each of the domains is then discussed in 
more detail in the remaining chapters. 

4.1 WIRELESS SERVICE ARCHITECTURES 
 
The wireless services often require the integration of services from various development organizations, and 
the layering of service logic is done separately by each of the organizations. This may result that a service 
deployed by integrating the service logic and functionality in a proprietary and service specific manner with 
network elements and terminals. Another problem is that the potential for finding enabling functionality, 
which could be shared by several services, is not fully considered. Some examples of what such shared 
enabling functionality are the support for location-based services or service management functions.  
 
Service architecture is the architecture of applications and middleware i.e. the idea of service architectures 
is to consider not only the service as it is visible to an end-user, but also in all the other enabling services 
needed to make that service functionality possible. A “traditional” way of visualizing the layering of 
architecture of a software application is to put user interface on the top, middleware and/or operating system 
in the middle, and hardware on the bottom in (Figure 4 A). For simplicity the software layers used in the 
non-wireless UI have been left out of the layered architecture. A more service-oriented way of visualizing of 
software architecture is shown in Figure 4 B.  

 Wireless
client UI

 Operating Platforms

 Service
Logic  Service UI

 Generic UI
services

 End User
Service

 Rest of Service
Logic

 Other Support
Services

 Operating Platforms

 Service
Enablers

 J2EE/J2ME

 UI
library

 J2ME

 Non
wireless UI

 UI UI

B. Service OrientedA. Traditional

Wireless User Non-wireless User Wireless User Non-wireless User

 

Figure 4. Visualizations of layering of wireless sof tware architecture  

The service-oriented approach promises to help the designer keep better understanding of the overall 
service and keep the relations between service components understandable. For example the architecture 
of user interface can be kept as a consistent horizontal design problem with clear interfaces to other parts of 
the service architecture even when service logic is divided between organizations. The relations between 
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services should be kept logically clear with no technology dependencies. The service architecture is often 
build dynamically at runtime and a same support service may be involved in the architectures of several 
services for different or same end-user. Because of this the service interfaces may need to be customized at 
runtime for integrating the service into the architecture of a specific end-user service.  
 
For example now the user interface (UI) should not be considered only as a top layer component of a 
service but its service architecture spans vertically into several layers. On top of the user interface is an 
enabling service that manages the application specific user interaction for the wireless service. This service 
specific UI itself can use application independent generic UI primitives. These primitives use one or more 
platform specific APIs provided by the various wireless devices.  
 
The emergence of service-oriented architectures has much to thank for the IP based networking, where it is 
easy to create direct IP based communication links between services, and integrate technology platforms 
they require, using separate distribution nodes. The client side is quite standardized because of the use of 
browser technologies. A main benefit of service-oriented thinking in development of wireless services could 
be that this kind of flexibility helps to integrate services by different business stakeholders with different 
technologies into single service. However, for the wireless services the limited capacity of wireless links may 
make it more difficult to deploy services freely into separate distribution nodes. The display, keyboard, 
number and capacity of IP based communication links in wireless devices are limited. A local proxy may 
have to be deployed into wireless terminal for data intensive service in order to keep the communication 
need over the wireless link at minimum. This means that the various wireless device operating environments 
have to be supported by the support service and sometimes there may not be all the device resources left 
that the service requires. Agent based platforms and dynamic customization combined with service 
orientation may provide one solution for these problems.  
 

4.2 STANDARDS AND CLASSIFICATIONS 
 
The standardization work in this field is ongoing task, and to keep in par with the current state of the art 
requires continuous effort of tracking the status of work in the forums related to standard development. This 
chapter lists some of the most important sources of information used as the basis of this taxonomy. 
 
The UMTS forum [11] has given a division of the end-user application domain services available for third 
generation mobile services. Compared to the architecture-oriented view adopted in this taxonomy the 
interest lies in the business- and mobile technology oriented aspects of services.  
 
TM Forum's enhanced Telecom Operations Map (eTOM) process model includes three vertical domains 
associated with the lifecycle management process functions of infrastructure, product and supply chain and 
several horizontal layers needed for service management processes [12]. Of those the vertical domains for 
service lifecycle management were considered relevant for structuring the service management services 
domain of this taxonomy. 
 
Open Mobile Alliance (OMA) has identified at least two classes of support services: service enablers that 
are used by a wireless service directly and common enablers that can also be used by wireless service 
enablers. Several classes of enablers have been identified, which can be into various levels of this 
taxonomy. Nokia Mobile Internet Technical Architecture (MITA) is largely based on this work and introduces 
a common platform architecture for developing future mobile internet services, which may guide the work on 
defining concrete architectural views for WISA. 
 
Open Systems Environment (OSE) [18] provides classification of generic middleware services. The 
classification has been adopted by the taxonomy as the preliminary basis of classification of generic 
platform services.  
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Schmidt [31] decomposes middleware into multiple layers and describes R&D efforts related to each layer. 
Those layers can also be considered as a structure for commercial middleware components. The idea is 
quite similar to the main domain division adopted by this taxonomy although this article was not available at 
the time of choosing this division (v0.1 of D4). These middleware layers are described in more detail in the 
context of applying patterns for middleware (Chapter 6.3.2.1), and may be most useful in designing a 
concrete architecture of a wireless service or a platform for such services. 
 
The user equipment profiles (UEProfile) defined for mobile terminals to be used by WAP services have 
been as the basis of classifying technology platforms.  
 
Relevance to be considered in next iteration: 
 
• Intelligent networks as applied to wireless services (WIN) 
• Semantic Web and ontologies 
 

4.3 BASIC TAXONOMY 
 
A main requirement for this taxonomy was that it should help to understand a wireless service from service-
oriented perspective. Another requirement was to help identify the potential for both horizontal and vertical 
reuse of service logic and functionality and to help to define commonly usable open interfaces for the 
enabling services. To achieve these goals, the taxonomy uses two dimensions for categorizing the wireless 
services: 

• The first dimension of taxonomy classifies the services based on how directly the service or enabling 
service is related to the end-user mission for which he is using the service.  

• The second dimension of taxonomy classifies the services into categories of similar mission related 
functionality provided by the service. 

The potential for horizontal reuse is related to the second dimension of taxonomy and potential for vertical 
reuse to the first dimension of the taxonomy.  
 
Based on the first dimension of taxonomy the constituents of wireless services have been divided into five 
domains. The domains are described in Table 1. The rationale for selecting this division is discussed 
separately in the following chapters.  

Table 1. Domains of wireless services. 

Domain Description 
End-user services Services visible as applications to end-users. A wireless service can have 

both users using wireless terminals and users using non-wireless services 
(e.g. operators of wireless emergency service). Users of service 
management systems are left out of the scope of this taxonomy and not 
considered here as end-users. 

Application domain 
support services 

Services that provide generic services for a specific application domain on 
which end-user applications rely, but that are not usually targeted for the 
end-user as a service (e.g. a game engine). Application domain can scoped 
for example by specific knowledge required, or similar business logic.  

Generic platform 
services 

Services that are needed by the end-user services and application support 
services, but are more generic and not directly related to any application 
domain (e.g. GPS location service). 

Technology platform 
services 

Services related to specific implementation technology (software or 
hardware) choices in either mobile terminal or server side (e.g. WML, Web 
browser, mobile phone, Java). 

Service management  Services that are needed to make the service available and link it to 
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business processes. As such they usually are not directly related to the 
purpose of end-user applications (e.g. service downloading). 

 
Flexibility is an important requirement for wireless service architectures. The need for flexibility arises from 
the diversity of underlying platform technologies for networking, wireless terminals that must be supported, 
various business models related to service revenue sharing, and different environments in which the 
services are used.   The flexibility can be achieved by providing variation with optional service 
implementations, or customization of the services by configuration and adaptation. The requirements for the 
service options and customization are analyzed in this taxonomy by identifying the typical features in each 
of the categories and domains.  
 
The features identify the variation points for the wireless service architecture that the customization and 
adaptation can be based on. For a single service these variation points may be needed in several levels of 
the taxonomy. When adapting the service architecture the service visible to end-user may not only need to 
customize the enabling services directly used by it, but it may also need to consider the features of all 
domains presented here. An obvious example of this is the adaptation of a wireless service and its enabling 
services to the platform provided by the particular end-user wireless terminal. Another type of adaptation 
needed is so called context-awareness. This means that a wireless service knows something about the 
environment or locale in which the service user is in, and can provide a customized service based on that 
information. The context information is not shown directly in this taxonomy, but the variability needed from 
service and its enabling services could be reflected into features discussed in various levels of this 
taxonomy. 
 

4.4 END-USER SERVICES 

The success of a wireless service depends on its benefit and quality to the end-user compared to the cost of 
the service. Of those the quality is an important issue for the service architecture. Ensuring the effect of 
required end-user service quality on the service architecture is not straightforward. For example: although a 
mobile gaming service requires high performance for seamless operation, it should not get more 
communication bandwidth in expense of an emergency or telemedicine service. Alternatively, a service can 
be valuable or even essential for the end-user but requires only small amount of network resources. This 
means that the business models for the wireless services cannot be reflected in the service architecture 
simply as revenue created by the network traffic, or use of various resources. These problems will become 
more difficult when developing generic enabling services or wireless middleware platforms.  

One of the main purposes of the end-user service categories proposed here is to help to identify and 
analyze how the tradeoff between different architectural options such as selected priority of quality attributes 
and choice of architectural styles for service architecture should be considered. To help this, some of the 
most typical characteristics of end-user services that have an effect on service architecture were identified 
as features (Table 2). The division of end-user service categories is now made so that a typical choice of 
these features characterizes the category. The architectural quality attributes associated to service 
architectures are discussed in more detail in chapter 5, and architectural styles and patterns in chapter 6. 

Table 2. General characteristics of wireless end-us er services. 

Feature group Optional features 
Communication style  Single user / Multi-user   

Networked / single terminal 
Server-centered/ Peer-to-Peer 
One-to-one / Multicast / Broadcast 

Usage style Interactive / Non-interactive 
Content Push / Pull  
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Customized / Generic service 
Persistent / Volatile (i.e. single use) 

Resource requirements Communication rich / light 
Priority/relative importance (High/Normal/ Low )  
Single channel / Multichannel 

Quality of  Service Security (High/Normal) 
Performance (High/Normal/Low) 
Availability (High/Normal) 

The selected end-user service categories are presented in Table 3.  This set of categories is in no means 
complete but should help to identify a preliminary set of quality attributes required from the service 
architecture. The naming of the categories is sometimes difficult and is based here on the most typical end-
user services in the category. Sometimes the division between categories is not apparent. If services had 
been categorized from business viewpoint the division would have been quite different. For example 
teleworking & B2B communication could be a category of own, but they are not separated here because it is 
difficult to differentiate in practice the communication needed for business from communication for personal 
life. If needed, some categories like mobile entertainment could be divided further. Often an end-user 
service is a composite of services belonging to different categories. For example a mobile game can provide 
a possibility to purchase new options for the game. In that case that sub-service could be considered in the 
mobile commerce category.   

Table 3. End-user service categories. 

Category  Example applications Typical features 

Mobile Entertainment 
(Nonessential but 
resource demanding) 
 

Mobile games, Mobile 
Music/Video 

Communication Rich, High Performance, Low 
Priority, Multicast, Multichannel  

Mobile Information 
(Service provider 
originated information) 

News, Weather, Travel info, 
Yellow pages 

Light, Low Performance, Broadcast  

Mobile Communications 
(Peer to peer 
communication) 

Rich call, Messaging, 
Email, Teleworking, Virtual 
Home Environment, 
Telemetry / Monitoring 

Secure, High Availability, Multichannel 

Mobile Commerce 
(Service provider 
originated and financially 
critical services) 

Mobile Shopping, Mobile 
Banking, Stock Exchange 

Secure, light, High Availability, High 
Performance, Multicast 

Critical end-user services 
(possibility for hazard for 
human life) 

Telemedicine: X-ray image 
exchange, Patient 
Monitoring, 
Fire alarms, Emergency 
(911/112), 
e-/m-Health services 

High Security, High Availability, High 
Performance, High Priority 

 

4.5 APPLICATION DOMAIN SUPPORT SERVICES  
It is important that the development of a new wireless service is cost effective when compared to the 
anticipated income produced by the service. Therefore development of a service from scratch should be 
avoided unless the application domain of service is completely new. The application domain support 
services could provide the building blocks from which similar services can be easily constructed with 
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minimal development cost. An end-user application might typically uses services of one or two of these 
categories. The proposed division of application domain support services is based on the common types of 
operations and information needed in the particular category. The categories in this domain are continually 
evolving and completely new categories arising.  
 

Table 4. Application domain support service categor ies. 

Category  Example services Example features 
Wireless Gaming Support 
 

Mobile game engines,  
High score lists,  
Player Community Services, 
Game / Demo downloading 

Game category 
(action/adventure…) 

Wireless Multimedia 
Support 

Music Download/Streaming, Video 
Download/Streaming, Electronic 
Postcards 

Bitrate of stream 

Communication Support Email, SMS, EMS, MMS Services 
Mobile Chat Board Service 

Multimedia enabled 

Information Content 
Sources 

News content servers: Entertainment, 
Sports, Business, Weather forecasts 
Address, phonebooks, service 
catalogues, Advertisement 

Push/Pull, delay of information, 
detail level 

Location-Based Services Positioning, GIS: Map  
Mobile Shopping Shopping Basket, Secure paying  Credit cards supported 
…New and emerging 
categories 

…Pioneering services… …Proprietary features… 

 
The features in this domain vary greatly depending on the category. Definition of services in some 
categories, e.g. the enablers for location based services, are governed by standardization bodies.  More 
often however, the features of a successful pioneering service become an ad-hoc standard for the particular 
category. In the non-wireless services one of such areas is the game development. The evolution of 
enabling technologies for gaming has been so fast that a single standard gaming platform has not been 
dominant. However, the sub-categories of games, basic features of development and runtime platforms (i.e. 
game engines, and content support tools) are well known. Usually a game engine with small enhancements 
has been the basis of at least several new games and licenses of it sold to other game developers. 

4.6 GENERIC PLATFORM SERVICES 
Obtaining technology and platform independence is especially important for wireless services because of 
the variability of both wireless terminals and server platforms of network operators. One problem is the 
integration of legacy systems with different architectural quality attributes. For example in the development 
of emergency services like e911, the high security government networks has to be integrated with the 
infrastructure of commercial network operators.  
 
Generic platform services should provide technology independent generic services that are not specific to a 
single end-user application domain. The division of generic support services here is based on the OSE 
categories [18] because most of these services are the kind of services typically provided by traditional 
middleware, and reuse of the traditional classification here is justified. The individual middleware platforms 
are not included in this domain, rather the common services typically provided by them. The wireless 
domain is not usually reflected here as distinct services, but rather as features like transparency of 
communication services to mobility and distribution. The services in this domain are usually defined by 
standardization bodies, who try to define vendor independent standard API:s. Use of these more generic 
enabling services rather than technology platform services directly enhances the technology and vendor 
independence of service architecture. The technology platform vendors advertise standard and open 
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interfaces provided but naturally complete vendor independence of a customer is not in their interest. Also 
there are several competing standardization bodies that define conceptually similar but technically different 
standards. Because of this the emergence of generic services in this domain as off-the-shelf is not probable 
but these categories and services could provide a common vocabulary with which to analyze the 
architecture of a wireless service in a truly platform independent way. 
 
 

Table 5. Categories of generic platform services. 

Category  (OSE) Example services Example Features 
Human Interaction Support for heterogeneous user 

interfaces  
Graphical / Textual 

Workflow/Task services Service Deployment Support 
Service Activation / 
Configuration Support 
Service Chaining Support 

Static/Dynamic 
Static/Dynamic 
 
Static/Configurable 

Processing services Time of day 
Compression / Decompression 
algorithms: MPEG etc. 

 
 
Protocol versions 

Data Management services  Database management 
 
Large data object transfer 
 
Replication of data 

ODBC, SQL etc. support 
 
Uploadable/Downloadable, Size of 
data, Content Types 
Replication strategies 

Resource management 
services 

Resource reservation 
Resource modification 
Resource monitoring 

Priorities, mutex 
Static/Dynamic 
 

Communication services 
 

Messaging mechanisms 
Name services 
Brokers 

Streaming / packet based 
Local / global 
Transparency:  Location, Name etc. 

 

4.7 TECHNOLOGY PLATFORM SERVICES 
Platform independence is a generally accepted goal in software engineering. Problem often is to understand 
what is meant by a platform. The goal of technology platform services domain in this taxonomy is to identify 
the types of platforms used in wireless services.  Platforms are usually more or less interoperable 
technology choices providing services on various levels of this taxonomy, but can be also understood as 
services themselves. Platforms are not bad idea - in fact platforms can provide an excellent base for fast 
and efficient development of new wireless services. The inherent problem of platforms is the interoperability 
(or lack of it) with other platforms. The problem in wireless services is the rapid evolution of platforms on 
both the terminal and server side. Only recently it has been identified that a successful platform for wireless 
services should cover both of these sides in order to be usable. This taxonomy as a whole can be seen as 
an effort to identify the kind of services a platform for wireless services should provide.   
 
The division of categories for technology platform service in this taxonomy is based on the types of 
resources the platform provides. This was choice is based partly on intuition and was considered helpful in 
analyzing the interoperability of specific service with another i.e. of what kind of platform dependencies have 
be considered for the wireless service architecture. More concretely the division is based on what kind of 
information is needed in order to make a service to adapt to a specific platform. The user equipment profiles 
(UEProfile) defined for mobile terminals to be used by WAP services are a step to this direction, and it is not 
by accident that the division here is similar than used in them. Conceptually, more abstract user context 
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information could also be discussed at this level, but in this taxonomy only the technology platforms are 
considered. 
 

Table 6. Technology platform service categories. 

Category Example Services Example features 
Hardware Environment 
    
 

Mobile device, Server, PDA 
Computing capability 
 
Hardware accelerators 
Communication interfaces: 
 2G, 2.5G, 3G, IR, 
Bluetooth  
Screen 

Vendor, Model 
Available application memory, Computing speed 
Compression technologies supported 
 
Protocol versions supported 
Screen size, Color capable 

Software Environment Operating System:  
   MS Windows, Symbian, 
   Linux 
Java VM: J2ME, J2EE 
Web Server 
Web Browser 
WAP Server 
WAP Browser 

Processes, threads, priorities, scheduling policies 
 
Packages supported 
 
Java Server Pages, Server Side Javascript 
 
Javascript support, Images, Frames, Flash player 
WAP version  

Networking 
Environment 

Application level protocols:  
    TCP, UDP, HTTP  
 
 
     
 
    Multimedia streaming 

Connections 
       Between applications/ Terminal to 
       server, Between terminals 
Latencies 
       Application to server 
       Application to another application 
Frames per second, Picture Quality 

 
 

4.8 SERVICE MANAGEMENT SERVICES 
 
As it was noted earlier, the wireless service architecture should provide flexibility in order to support various 
business models for revenue sharing. For example a service user accepting commercials could benefit from 
it with higher bandwidth or lower cost.  Usually each network operator has its own system for handling the 
wireless service customers, collecting billing information from service provisioning and its resource use, 
making development of operator independent services difficult.  A wireless service may have a focused 
target group so that the fast deployment of new services into international markets is needed to get back the 
development costs. Currently for example international billing of service use between networks of even 
single mobile operator is not possible in some countries.  
 
Because the integration with business models is a complicated issue, a service developer should not be 
burdened with details of it if possible. This means that the service management services, although similar to 
the generic support services, have quite a different role in wireless service development. The service 
management services are better understood as a part the telecom operations related to telecom business 
processes. Table 7 shows horizontal eTOM [16] layers and examples of operations in each layer. Usually 
these (horizontal) operations are important to for example service management personnel of network 
operators, and should be transparent to the wireless service and its developer. Because of this these layers 
are left out of this taxonomy but understanding of them helps to understand how the wireless services link to 
business processes. 
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Table 7. Telecom Operations Related to Service Mana gement. 

eTOM Layer Operations 
Customer Relationship 
Management (CRM) 
 

Order Handling 
Problem Handling  
Customer QoS / SLA Mgmt  
Billing & Collections Management 

Service Mgmt and Operations  
 

Service Configuration & Activation  
Service Problem Mgmt 
Service Quality Mgmt 
Service & Specific Instance Rating 

Resource Mgmt & Operations  
 

Resource Provisioning & Allocation to Service instance 
Resource Problem Mgmt 
Resource Restoration 

Supplier/Partner Relationship 
Mgmt. 

S/P Buying, S/P Purchase Order Mgmt, S/P Problem 
Mgmt, S/P Performance Mgmt, S/P Settlements & Billing 
mgmt 

 
The vertical eTOM layers seem to be more important for service developer and provide the basis for the 
service categories of service management services. Table 8 presents the selected categories based on 
these layers, and examples of support services belonging to each of the categories.  These services are not 
usually directly related to the mission of service for the end-user, but the service or its enablers will 
eventually need some of these operations. For easier development of a new service, these services are 
often provided in a more domain specific form by application domain support services. For example a 
gaming support service can provide game specific operations or complete transparency to the service 
subscription or authentication. Note that sometimes the naming of services can be misleading, the location 
services in the service management domain provides location based service discovery service rather than 
location information for the wireless service. The profile information is handled by service management 
services because this information is related to the customer relationship of the end-user with the service 
provider.  

Table 8. Service Management Service Categories. 

Category Support Service Examples Example Features 
End-user Fulfillment 
Support (i.e. service 
provisioning) 

Finders, Location services 
Service Subscription  
Client Code Deployment 
Configuration Support  

 
Service customization  
Supported Mobile Platforms 
During provisioning , start-up, runtime   

Service Assurance 
Support (i.e. end 
user quality 
management) 

Authentication & Authorization 
Context Information 
User Profile Mgmt. 
QoS/ SLA mgmt 

Authorization protocols 
UE Profile, QoS, Server Profile, ambient 
Service specific, Context specific 

Service Billing 
Support (i.e. 
business view) 

Accounting  
Rating, Mediation 

Billing Strategies 

 
The features presented here are mostly related to the business models of wireless services: either for 
interoperability of service management platforms of various business stakeholders, their revenue sharing or 
resource allocation for the service based on business model.  
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5. QUALITY ATTRIBUTES OF WISA 
 
This chapter introduces the most important general quality attributes of wireless software architecture. 
Generally, the quality of a software system is divided in two categories:  
• The set of quality attributes that is observable at run-time, such as performance, functionality and 

usability.  
• The set of quality attributes that cannot be discerned at the run-time such as reusability or integrability 

[4].  
 
The main quality attributes meanings of which in the development of software systems and software 
services are further explained in the first two chapters. The third chapter introduces the concept of quality 
stack, puts emphasis on the importance of real quality of wireless service for the various stakeholders 
wireless services.  
 
The quality requirements of different categories of end-user services were discussed also in chapter 4.4 in 
context of WISA taxonomy. 

5.1 QUALITY ATTRIBUTES OBSERVABLE AT RUN-TIME 
Table 9 lists the main run-time quality attributes of wireless systems. The importance of each of these in 
wireless service architectures is then further discussed.  
 

Table 9. Quality attributes observable at run-time.  

Quality 
attribute 

Description 

Performance Responsiveness of the system, which means the time, required responding to stimuli 
(events) or the number of events processed in some interval of time. Another form of 
expression for performance is the number of transactions per unit time or the amount 
of time it takes a transaction with the system to complete 

Security A measure of the system’s ability to resist unauthorized attempts at usage and denial 
of service while still providing its service to legitimate users. 

Availability Availability measures the proportion of time the system is up and running. 
Mobility: Is the service provided by the system continuously available when the user 
is no longer stationary? 

Reliability The ability of the system or component to keep operating over the time or to perform 
its required functions under stated conditions for a specified period of time. 

Flexibility The ability to change system structure or functionality at runtime.  
Adaptability: The service can adapt itself to its usage context 
Variability: The service can be configured to its usage context. 

Usability Can be broken down into the following areas:  
Learnability: How quick and easy is it for a user to learn to use the system's 
interface? 
Efficiency: Does the system respond with appropriate speed to a user's requests? 
Memorability: Can the user remember how the system operations are done between 
different use-times of the system? 
Error avoidance: Does the system anticipate and prevent common user errors? 
Error handling: Does the system help the user recover from error? 
Satisfaction: Does the system make the user's job easy? 
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In the case of distributed systems, performance  is a function of how much communication and interaction 
there is between the components of the system. If all the components of the architecture are on the same 
processor then performance is a function of the amount of interaction by a subroutine invocation or it is 
referring to process synchronization. Performance analysis looks at the arrival rates and distributions of 
service request, processing times, latency and queue size if applicable. For the wireless systems especially 
the latencies of wireless communication channels and limited processing power of wireless terminals makes 
performance often the most important concern during the development. Much interest should put on 
optimization of communication protocols but even more on efficient division of responsibilities of 
architectural components (e.g. clients and servers) to minimize communication and divide processor load. 
The performance of server and network side is visible as the “scalability” (not to be mixed with a quality 
attribute) of wireless service when increasing number of users. Performance has also a great effect on the 
usability and satisfaction of a wireless service for the users, and failure of many early mobile services was 
based on the lack of performance.  

Types of security  threats could be denial of service (by flooding the target with connection requests or 
queries) related to availability, or IP source address spoofing (by assuming the identity of a host trusted by 
the target). Strategies against prevention, detection and response to an attack are authentication server, 
network monitors, and "firewall", a system constructed on top of a trusted kernel that provides security 
services. These are important on the fixed network (server) side or in wireless systems based on WLAN or 
comparable technologies. The communication standards and mobile terminal platforms govern the security 
in mobile terminal at the moment but in future the security characteristics of even these will become more 
similar to fixed terminals. The security is especially important in the category of critical services (e.g. e911, 
medical applications etc.) but lack of it can not be excused in any of the categories. Because of this 
achieving security should be transparent to a wireless service developer and inherently build into the 
service architecture. 

Availability  related to system failures can be defined as mean_time_to_failure / (mean_time_to_failure + 
mean_time_to_repair). Designing components that are easy to modify and designing a component 
interaction scheme that helps to identify misbehaving culprits lowers Mean_time_to_repair. The availability 
of critical services is especially important for the end-users but it is in no means unimportant in any of the 
categories because of possible loss of revenue for the business stakeholders.  Mobility  of wireless service 
can be defined as the availability of the service when the terminal is moving, especially between different 
wireless network cells. The mobility is often still more an added value for the user of a wireless service than 
a required quality. For service developer the mobility should be transparent and handled by the generic 
technology platforms. However the mobility can indirectly affect performance because of varying capacity 
and latencies (Quality of Service) of communication channels. The seamless hand-over of service when 
moving out/into range of different wireless network technologies is still an issue to be solved and the 
required availability has to be ensured explicitly. 

Reliability  equals to mean_time_to_failure. Mean_time_to_failure is lengthened by making the architecture 
fault tolerant, by the replication of critical processing elements; by fielding a less error-prone system, which 
is addressed architecturally by a careful separation of concerns, which leads to better integrability and 
testability. 

5.2 QUALITY ATTRIBUTES NOT DISCERNED AT RUN-TIME 
Table 10 lists the main quality attributes of wireless services not discerned at run-time. These quality 
attributes are also called non-functional quality requirements (NFR) . Functionality is the ability of the 
system to do the work for which it was intended. It is orthogonal to structure, meaning that it is largely non-
architectural in nature.   
 
The interest of a non-functional quality attribute for the architecture is how it interacts with, and constrains, 
the achievement of other quality attributes. Non-functional qualities of a software system have great impact 
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on its development and maintenance, its general operability and its use of computer resources. The larger 
and more complex a software system is and the longer its lifetime, the more important its non-functional 
characteristics become. 
 
Some quality attributes, like reusability  and modifiability , have similar architectural techniques for their 
achievement. A similar overall purpose may also be achieved by multiple different quality properties, like 
portability and interoperability. Interdependencies and tradeoffs also exist between quality attributes. In 
case of conflict, an ordering priority between NFRs should be specified, or a preference of one NFR against 
another should be defined. 
 

Table 10. Quality attributes of service architectur es not discerned at run-time. 

Quality 
attribute 

Description 

Modifiability The ability to make changes quickly and cost-effectively. 
Maintainability The ease with which a software system or component can be modified to correct 

faults, improve performance, or other attributes, or adapt to a changed environment. 
Flexibility The ease with which a system or component can be modified for use in applications 

or environments other than those for which it was specifically designed.  
Scalability The ease with which a system or component can be modified to fit the problem area. 
Portability The ability of the system to run under different computing systems: hardware, 

software or combination of the two. 
Reusability Reusability means designing a system so that the system's structure or some of its 

components can be reused again in future applications. 
Integrability The ability to make the separately developed components of the system work 

correctly together. 
Interoperability A special case of integrability that measures the ability of a group of parts 

(constituting a system) to exchange information and use the one exchanged.  
Testability The ease with which software can be made to demonstrate its faults (typically 

execution based) testing. 

Modifications to a system can be divided in several categories of abilities. We can distinguish the ability to 
acquire new features, simplify the functionality of an existent system, adapt to new operating environments, 
or restructure system services. A restructuring ability of the system leads to a decomposition of the system 
into modules, which in this way encourages the creation of reusable components. Maintainability  is the 
same as modifiability , from the architectural point of view, but a fine distinction between the two terms has 
to do with the type of change being installed. 

Reusability  is a synonym to integrability  if the system has been structured so that its components could be 
chosen from previously built products. It could be seen as a special case of modifiability. Integrability 
measures the ability of parts of a system to work together. It depends on the external complexity of the 
components, their interaction mechanisms and protocols, and the degree to which responsibilities have 
been cleanly partitioned. 

Flexibility  is important in the context of the reference architecture development. Variability  is essential for 
building a flexible architecture. It is possible to anticipate at least some common and variable aspects in 
requirements of different service members of a domain and to construct a service in such a way that it 
facilitates this type of variability. For this purpose the variability will be considered for the services in the 
wireless service catalog. 
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Testability  refers to the probability that, assuming that the software does have at least one fault, the 
software will fail on its next test execution. It is related to the concepts of observability, to observe its 
outputs, and controllability, to control each component's internal state and inputs. 
 

5.3 THE REAL QUALITY OF A WIRELESS SERVICE 
 
The main business stakeholders, i.e. a service user, a service developer and a service provider, were used 
as a starting point to identify the essential quality attributes of wireless services and maps them to service 
architecture.  Figure 5 represents an overview of the quality ‘stack’ that classifies qualities into internal  and  
external qualities  of four categories. [19] 
 
The internal qualities are the non-functional properties of software service that are important for the 
developers of that part of the software in question but may be invisible or unimportant to the other 
stakeholders involved in the service development. The external qualities are the quality requirements that 
have to be visible to the stakeholders that use the software when they develop or provision the final product, 
a software service. 
 
Various stakeholders in wireless services, i.e. users, application developers, platform (i.e. middleware) 
service developers and network operators, prefer different qualities. External quality provided by a 
stakeholder is a prerequisite for internal quality of another stakeholder in the stakeholder ‘stack’. The real 
quality of a service, i.e. how well the service meets all end-user’s requirements (cost vs. benefits), defines 
the real added value  for an end-user. This quality is achieved only if prerequisite technical and economic 
qualities are met.  
 
Applicability , i.e. how easily the application can be applied in different contexts, is a quality that the 
application developers are most interested in. This quality is visible as external qualities through GUI’s 
usability, performance of the application and ease of service use by a scaling number of end-users.  
 
Interoperability of platform services is the criterion a service developer considers a required quality of the 
software when a service is provisioned. Interoperability is achieved if platform services are generic and new 
platform services can be easily integrated by aggregating the old ones (horizontal integration). The same 
platform services may be usable in other applications (vertical integration) and application developers 
should be able to use them easily through simple interfaces. The platform services should also be portable, 
modifiable for different applications, expandable, maintainable and easily used and accessed by application 
developers.  
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Figure 5. The Real Quality accumulates in cooperati on with various stakeholders. 

 
In summary, the driving forces behind the development of WISA/RA are portability, integrability, reusability 
and modifiability (see ref. 2). These key forces should be met at the same time with the other architectural 
drivers of service architectures, such as extendibility, maintainability, performance and simplicity.  
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6. GUIDELINES FOR USING ARCHITECTURAL STYLES AND PA TTERNS 
Architectural patterns [2] describe the expertise of experienced developers on fundamental overall 
structuring principles of software systems. Design patterns [24] describe the expertise of the developers on 
commonly recurring structures of communicating software components that solve general design problems 
within particular contexts. Architectural patterns help to design coarse-grained architectures, design 
patterns can be used during the whole design phase. Architectural and design patterns help to construct 
software architecture with specific quality attributes.  
 
Software architects elaborate software structures, styles and patterns using the following three categories of 
element types: design and implementation units, runtime execution units or their abstract counterparts, and 
non-software elements in software's environment [3]. Architectural styles and patterns can be classified 
according to the three perspectives:  
• styles in the module category document structures of design and implementation units,  
• styles in the runtime structure category document structures of execution units, and  
• styles the allocation category document the mapping from software elements to environmental 

structures.  
 
Clements et al. [3] identify and discuss four styles in the module category (decomposition, uses, 
generalization and layered), six styles in the runtime structure category (pipe-and-filter, shared-data, 
publish-subscribe, client-server, peer-to-peer, and communicating-processes), and three styles in the 
allocation category (deployment, implementation, and work assignment). The three categories can be 
considered as fundamental architectural perspectives. The component-and-connector style can be 
considered as a super-style for the styles in the runtime structure category when the term component refers 
to a runtime entity. Clements et al. [3] also describe key properties of the styles such as purpose, elements, 
relations, computational model, topology and notations. For example, achievement of quality attributes such 
as modifiability, reliability, and performance, as well as build-versus-buy decisions and product line 
implementation, are important architectural drivers for the selection and use of the decomposition style.  
 
Many architectural styles and patterns are combinations of several elementary patterns and styles 
combinations and thus may integrate software element types of different categories in one view. However, it 
is difficult to understand the purpose of a style (or pattern) if the types of software elements in the style 
remain unclear from the three fundamental perspectives. A style or pattern may be a specialization of a 
more general style or pattern. For example, the Tiered style [21] is a specialization of the decomposition 
style. 
 
Numerous categories have been suggested for classifying software patterns, with some of the most common 
patterns being [2],[24],[25]: Analysis, Architectural, Design, Creational, Structural, and Behavioral, and 
Idioms. Sets of closely related patterns have been depicted as pattern languages. While this deliverable 
focuses on architectural styles and patterns, it also addresses styles and patterns in other categories when 
they help to solve architectural problems of wireless systems. While only few patterns describe the 
architectural expertise of experienced wireless and mobile systems developers, this deliverable also 
discusses examples and experiences in the use of trusted general purpose styles, patterns and pattern 
languages in architectural design of wireless systems. The deliverable addresses considerably architectural 
patterns for building networked systems because distribution is an important system property in all wireless 
systems. Schmidt et al. [25] estimate that more architectural patterns for wireless and mobile systems will 
emerge in the near future. 
 

6.1 THE APPLICATION ORDER OF PATTERNS 
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The application of architectural styles and patterns to building real-world wireless systems is not a 
mechanical task. Many inter-related and competing requirements and design problems must be resolved 
and balanced when developing wireless systems. Some architectural patterns are used to define the overall 
software architecture for a whole wireless system and thus their proper ordering is not only hard, but also 
very important.  
 
The pattern-specific guidelines of pattern descriptions are insufficient for applying patterns in building large-
scale and complex real-world software architectures [13], [25]. They pay attention to some specific aspects 
in a particular context and ignore many other important characteristics of a system. They describe each 
pattern in a self-contained manner independently of many essential aspects of the whole software 
architecture of a system. It is hard to extract relationships between patterns and the proper application order 
of them from their descriptions. The pattern descriptions do not address the integration of patterns into a 
partial design, the combination of patterns to larger design structures, the application order of a given set of 
patterns, and the resolution of problems that cannot be solved by a single pattern in isolation [13].  
 

6.1.1 Patterns for pattern-based software developme nt 
Buschmann [13] presents 11 patterns that help designers to integrate and combine architectural patterns 
into a partial software design in a proper application order. The patterns form a pattern language and Figure 
6 summarizes the intent of each pattern and briefly illustrates how the patterns build upon each other. If a 
pattern uses another pattern, it points to it with a dependency arrow with the "use" stereotype. The name of 
the arrow indicates the purpose of the use. Due to space limitations, only the name of one of the incoming 
arrows of each pattern is shown in Figure 6. The shaded Piecemeal Growth pattern indicates the starting 
points of the pattern language. 
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Plan for Growth: Prepare architecture for
its own evolution

Architectural Vision:· Create a coarse-grained
architectural vision

that governs the specification of the system
down to

its implementation.

Piecemeal Growth: Create the architecture
of the system in

a process of piecemeal growth

Step-wise Refinement (top-down):·
 Detail and extend

a given software architecture
in a top-down design process

One Pattern at a Time: · Apply one pattern
at a time with descending order of importance

«use»
combining several patterns

«use»
merging responsibilities

«use»
extending the architecture

«use»
preparing for architectural evolution

«use»
resolving conflicts

Refactor existing architecture
 (bottom-up): Repair existing architecture

and integrate the solution into the
revised design ifthe solution is hard
to integratewith theexisting design

«use»
starting the process

Component-Oriented  Integration:
Integrate legacy and 3rd party components

without violating
desired architectural needs

Enforce the Architectural Vision: Apply architectur al
principles consistently in every part of

a software architecture

«use»
enforcing architectural  principles

Create Stable Design Aspects: · Aspects allow
for extension and adaptation without the

need to modify
their key elements and abstractions

«use»
allowing for extension and adaptation

Design Integration Precedes Implementation:
 · First integrate a pattern into the architecture

and then refine and program its details

Merge Similar Responsibilities: · Assign
responsibilities of pattern participants

to the elements of the existing architecture

«use»
implementing patterns

«use»
integrating 3rd party components

«use»
unfolding complex aspects

 

Figure 6. A pattern language that helps designers t o integrate and combine architectural patterns 
into a partial software design in a proper applicat ion order (redesigned from [13]). 

 

6.1.2 How to select a pattern 
Figure 6 involves an iterative application of patterns from high-level into low-level patterns. Architectural 
patterns address coarse-grained problems in software architecture. The patterns often specifies which other 
patterns can be used to resolve sub-problems of the original problem and complete these high-level 
patterns. Low-level patterns such as design patterns are often used to complete further this problem solving 
sequence.  
 
Patterns are often selected and applied individually, each helping to resolve a particular architectural or 
design problem. However, it is often hard to find the pattern that addresses the particular problem. 
Buschmann et al. [2] defines a simple procedure for selecting a specific pattern based on their pattern 
categories, pattern description template and the relationships between patterns. Gamma et al provide a 
brief description about different approaches to finding a specific design pattern for a current design problem. 
Schmidt et al. [25] group architectural and design patterns into the following problem categories: Base-line 
Architecture, Communication, Initialization, Service Access and Configuration, Event Handling, 
Synchronization, and Concurrency. The categories partially overlap with the problem categories defined by 
Buschmann et al. [2]. The same pattern description template is used in [2] and [25], and it includes most of 
sections in [21] and also in a wide variety of pattern description schemata in common use today.  
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Architectural drivers can be determined by analyzing the purpose of the system and critical functional, 
quality and business requirements. They shape and drive the architecture of the system being built. 
Detailed investigation of particular aspects of the requirements may be needed in order to understand their 
implications for software architecture. At more detailed level, the drivers can be determined from the 
requirements on the particular subsystem or component. Architectural drivers enable the choice of 
architectural and design patterns.  
 
Buschmann [13] uses a warehouse management system as an example. Multiple clients, many of which are 
mobile, are connected to the servers in the system inventory. The following architectural drivers have been 
identified from the non-functional requirements of this system: distribution, human-computer interaction, 
platform independence, and component integration. The application order of architectural patterns in this 
example is based on the importance of the architectural drivers. 
 
The following steps for selecting a specific pattern have been applied from [2]: 
 
1. Specify the problem and possible subproblems at hand, its or their forces, and associated architectural 

drivers. The term force is used to denote any aspect of the problem that should be considered when 
solving it, such as the requirements, constraints, and desirable properties of the solution. 

2. Select the pattern catalog and specify the pattern and problem categories that will be used in the 
selection process. 

3. Select the pattern category that corresponds to the current design phase and model. 
4. Select the problem category that corresponds to the general nature of the design problem. If there is no 

appropriate problem category, then select an alternative problem category if possible (step 8) 
5. Select the patterns and pattern variants whose problem descriptions and forces best match the design 

problem at hand and the combination its forces and architectural drivers. If no pattern matches the 
current design problem, then select an alternative problem category if possible (step 8) or investigate if 
a pattern, when specialized, can help to solve the problem.  

6. Compare the consequences of applying the selected patterns. Investigate and compare what quality 
attributes the selected patterns help to achieve.  

7. Select the pattern or patterns that provides the best solution to the current design problem. If several 
patterns were selected, begin with the pattern that addresses the most important aspect. If there are no 
encountered problems, the pattern selection ends. 

8. Select an alternative problem category and return to step 5, if no problem category sufficiently matches 
the current design problem or if the selected problem category does not include suitable patterns. The 
alternative category may include patterns that can be specialized for the current design problem. If there 
is no new appropriate problem category alternatives, then select an alternative pattern catalog if 
possible and go to step 2. If there is no new alternative catalog, the design problem has to be solved 
without applying patterns because suitable patterns are not available. 

9. Select an alternative pattern catalog and repeat the selection procedure using the pattern and problem 
categories of the catalogs. 

 
The following sections of a pattern description particularly enable the application of the pattern selection 
procedure: Name, Intent, Problem, Context, Forces, Solution and Consequences. The sections can be 
identified, directly or indirectly, in most of pattern description schemata in common use today. The 
procedure can also help to select the patterns and styles that are not documented using any template of this 
kind. 
 
The pattern descriptions in [2] and [25] document also the relationships between the patterns. The patterns 
connect, complement, and complete each other to form pattern languages. Pattern languages have become 
more popular than pattern catalogs because they have been found to be the most promising way to 
document sets of closely related patterns [25]. The pattern descriptions in [2] and [25] document also the 
relationships between the patterns. The patterns connect, complement, and complete each other to form 
pattern languages. This results a synergistic effect: the resulting pattern language is more than the sum of 
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its constituent patterns. The proper integration of pattern languages is also very important, but weakly 
addressed by publications. 

6.1.3 Representing the proper application order of patterns 
 
UML class diagrams have been used to describe associations between patterns. Schmidt et al. [25] propose 
a simple diagram for describing the application order of patterns. Rectangles in the diagram denote 
patterns. A pattern points another pattern with an arrow, if it uses the pattern in the implementation of its 
feature indicated by the name of the arrow. Shaded architectural patterns indicate the starting points of the 
pattern language.  
 
The UML Notation Guide defines the Usage Dependency with the "use" keyword for a situation in which one 
model element requires the presence of another element for its correct implementation or functioning. 
Therefore, this dependency relationship has been used in Figure 6 and Figure 9 for describing the 
application order of patterns.  
 
Brochers [26] proposes a formal notation for pattern languages. As the diagram of [25], the notation 
represents a pattern language as a directed acyclic graph whose nodes are patterns and edges references 
from one pattern to another. 
 

6.2 APPLYING PATTERNS TO CONCEPTUAL ARCHITECTURE 
Conceptual architecture is closest to the application domain because it is least constrained by the software 
and hardware platforms. The first step of creating an architectural vision is to identify high-level and system-
wide architectural drivers that drive the conceptual architecture of the system being built. The drivers can be 
determined by analyzing the purpose of the system and critical functional, quality and business 
requirements. Detailed investigation of particular aspects of the requirements may be needed. The most 
important system-wide requirements characterize interaction styles and constraints between conceptual 
components in different deployment units. Two examples of high-level architectural drivers are: 
 
1. "Terminals are user interface systems that exchangeable and location and migration transparent. They 

rely on powerful re-configurable computers for resources, such as files, devices, processing power and 
application and management software services."  

2. "The application software component should be able to be flexibly deployed on terminals that can play 
the role of both clients and servers, depending on whichever role is needed for the task at hand." 

 
The second step of creating an architectural vision is to select architectural patterns that address these 
properties. It is important to follow a specific design philosophy for achieving a property and select an 
architectural pattern or a set of patterns that support the implementation of the property. Structural aspects 
are generally more important than functional aspects when specifying a conceptual architecture for a 
system. Many architectural patterns are combinations of several elementary patterns and styles and thus 
may support combining several properties in the architecture being built. There may be available domain-
specific patterns that provide typical system structures in a particular application domain and their 
underlying design principles.  
 
The component and connector style is often used to model a collection of independently executing 
distributed components. Decomposable and interconnected components in the component and connector 
style provide a significant potential for reuse and for incorporating COTS components. It is important to 
isolate volatile communication and control aspects from reusable components. They can be isolated in 
connectors or separate control components can also be used in systems where control aspects are 
important from the conceptual architecture onwards.  
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Architecting usually begins with the partitioning a system into conceptual subsystems and high-level 
conceptual components using the decomposition style. The application of the pattern selection procedure 
(Section 6.1.2 ) with the pattern catalog in [21] and the above architectural driver 1 results in the selection of 
the N-tier Client-Server style [21]. The N-tier Client-Server architecture means an architectural style in which 
software functionality is decomposed into tiers that communicate in the client-server fashion in a distributed 
wireless system. The application of the pattern selection procedure with the pattern catalog in [21] and the 
above architectural driver 2 results in the selection of the Peer-to-Peer style [21]. In the Peer-to-Peer 
networking architecture, each member node can make information available for distribution and can 
establish direct connections with other member nodes to download information. The two styles offer two 
general alternatives for the conceptual architecture of wireless systems 
 
The Pipes and Filters architectural pattern [21] can be used for structuring distributed systems that process 
a stream of data if it is more often used for structuring the functional core of applications. The Reflective 
Blackboard architectural pattern [27] is the result of the combination of two other well-known architectural 
patterns: the Blackboard pattern [21] and the Reflection pattern [2]. The pattern allows a better separation of 
concerns, supporting the separate handling of control strategies by means of the computational reflection 
technique. The control strategies are handled independently from the application logic and data, providing a 
better architecture for large-scale multi-agent software. The pattern provides, early in the architectural 
design stage and also in conceptual architecture, the context in which more detailed decisions related to 
system-level properties can be made in late stages of software development.  
 
If several pattern alternatives have to be applied for the conceptual architecture, begin with the architectural 
driver that addresses the most important architectural aspect and the pattern that supports the driver (One 
pattern at a time [13] in Figure 6). For example, both the N-tier Client-Server style and the Peer-to-Peer 
style may be applied to the same architecture. The deployment style in the allocation category is used to 
model potential allocations of conceptual structural elements to the conceptual execution nodes for the 
system context. 
 

6.3 APPLICATION EXAMPLES OF PATTERNS TO CONCRETE AR CHITECTURE 
The application of architectural and design patterns to various problems in designing concrete architecture 
for wireless systems will be discussed in this section.  

6.3.1 Decomposing the software into modular parts 
The selected and applied styles and patterns for the conceptual architecture specify fundamental overall 
structuring principles of concrete architecture, too. Architecting concrete architecture usually begins with the 
continuation of the system partition using the decomposition style. Many modern architecture design 
approaches partition the software into two highest level partitions or modules: application software into the 
applications module and infrastructure software into the infrastructure module (Figure 7). The rationale for 
this is that application software and infrastructure software will often change independently and they have 
distinct supplier value chains in the software industry [28]. This partition is similar to the partitions of the 
software into the vertical and horizontal partitions or into the domain dependent and domain independent 
partitions. The application, vertical and domain dependent partitions are similar. They include functionality 
that is central to the business. Accordingly, the infrastructure, horizontal and domain independent partitions 
correspond to each other.  
 
The Three-tier Client-Server style [21] has been used in Figure 7 to decompose the software into the client 
and server tiers that communicate in the client-server fashion via the Middle tier. A software system may 
also be partitioned according to the most-important quality attributes, for example into a high-reliable part for 
high-reliable components, and into a high-performance part for high-performance components. The 
deployment style in the allocation category is used to allocate the elements of the Three-tier Client-Server 
style to the elements (nodes) of a hardware environment in Figure 7.  
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6.3.2 Decomposing the software into layers 
The Layered style [21] helps to construct software architecture with the portability, exchangeability, 
reusability, and maintainability quality attributes. Examples of the architectural drivers that may result in the 
selection of the Layered style: 
• Components should be replaced by alternative implementations without affecting the rest of the system. 
• A low-level platform may be subject to change in the future. 
• Other systems may later use same low-level issues. 
 
Figure 7 shows that the same layered architecture of infrastructure software has been applied for each 
node. Generally, there may be a many-to-many relationship between modules, layers and run-time 
structures and components. This means for example that an infrastructure module may include one part that 
corresponds to a device driver in the Device Drivers layer and another part that correspond to an operating 
system in the Operating Systems layer. 
 

6.3.2.1 Decomposing middleware using the Layers pattern 
 
Schmidt [31] uses the Layers pattern [2],[3] to decompose middleware into multiple layers and describes 
R&D efforts related to each layer. Those layers can also be considered as a structure for commercial 
middleware components. The layers are the following: host infrastructure middleware, distribution 
middleware, common middleware services, and domain-specific middleware services (Figure 7). 
 
The host infrastructure middleware layer encapsulates portable and reusable components that abstract 
away the incompatibilities of individual operating systems. Next-generation middleware should be adaptable 
to changes in underlying operating systems and networks and customizable to fit into devices from PDAs 
(Personal Digital Assistant) and sensors to powerful desktops and multicomputers [29]. Some host 
infrastructure middleware components are available for real-time and embedded systems. 
 
Distribution middleware augments the host infrastructure by defining higher-level distribution programming 
models. QoS-enabled object request brokers (ORBs) are at the core of distribution middleware. Some ORBs 
are available for real-time and embedded systems. 
 
Common middleware services extend distribution middleware by defining higher-level domain-independent 
components that focus on allocating, scheduling, and coordinating various end-to-end resources throughout 
distributed systems. Traditional middleware glues together distributed application components and its 
support for evolving software requirements relies only on component interfaces. The role of middleware in 
many mobile systems is less to glue components than to enable dynamic interaction patterns between 
autonomous concurrent components [30]. Some open source services at common middleware services layer 
are available for real-time and embedded systems.  
 
Domain-specific middleware services target vertical markets, unlike the previous three middleware layers, 
which provide horizontal services. Domain-specific middleware services are the least mature of the 
middleware layers from the point of view of COTS components. However, they have great potential for cost-
effective COTS components. 
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Layers

«layer»
Application

«layer»
Operating Systems, protocols

and device drivers

«layer»
Host infrastructure

middleware

«Layer»
Hardware Interface

«layer»
Distribution middleware

allowed to use

allowed to use

allowed to use

allowed to use

«module»
Infrastructure

«module»
Application

mappings

mappings

mappings

mappings

mappings

«layer»
Common middleware services

allowed to use

«layer»
Domain-specific middleware

services

allowed to use

mappings

mappings

Client
Node

Middle-Tier
Server Node

*

1

Wireless protocol

Server
Node

1

*

Wireless protocol

applied for

applied for

applied for

 

Figure 7. The software system is partitioned into t wo high level modules and seven layers, and 
allocated to three distributed nodes. 

 

6.4 APPLYING PATTERNS TO DISTRIBUTED SYSTEMS AND MI DDLEWARE 

6.4.1 Middleware 
 
Middleware facilitates the collaboration of components and services in heterogeneous distributed 
environments. At the heart of middleware are Object Request Brokers (ORBs), such as CORBA, DCOM, 
and Java RMI, which automate many tedious and error-prone distributed programming tasks. Middleware 
standards have matured considerably with respect to the requirements of distributed real-time and 
embedded systems [31]. For example, the Minimum CORBA renders CORBA usable in memory-constrained 
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applications. The Real-Time CORBA supports applications that reserve and manage the network, CPU, and 
memory resources predictably. The CORBA Messaging provides timeouts, request priorities, and queuing 
disciplines to applications. The Fault-Tolerant CORBA supports replication, fault detection, and failure 
recovery. Robust implementations of these CORBA standards are available. In addition, there are emerging 
standards such as the Dynamic Scheduling Real-Time CORBA, the Real-Time Specification for Java, and 
the Distributed Real-Time Specification for Java.  
 
Commercial middleware technology provides superior programming environments for wireless Internet 
solutions. However, its current specifications cover a narrow subset of useful Internet protocols only [32]. 
Software service architectures need to be revised. Context-awareness challenges location transparency. 
The client-server, request-reply and remote procedure call (RPC) models are not enough in the wireless 
world. The ROBOCOP project [33] has defined a component based SW architecture for the middleware 
layer of high volume embedded devices such as cell phones, PDAs as well as internet and broadcast 
terminals like set top boxes, network gateways, digital television sets. Commercial middleware technology is 
not yet mature enough to cover large-scale dynamically changing systems. Pree and Pasetti assess existing 
middleware such as CORBA and its real-time extension as being too complex for real-time control systems 
and propose a lean middleware concept instead of it [34].  
 
Conventional ORBs are are hard to port, optimize and evolve because they are not dynamically 
configurable. Schmidt and Cleeland [35] illustrate how a pattern language can be used to develop 
extensible ORBs and quantify the positive impacts of applying this pattern language. The standard CORBA 
interoperability protocols are not suitable for applications with stringent message footprint size, latency, and 
jitter requirements. Schmidt et al. [36] describe how to apply patterns to develop a pluggable protocols 
framework for ORB middleware. Pluggable protocols frameworks are needed to replace standard CORBA 
interoperability protocols in applications with stringent message footprint size, latency, and jitter 
requirements. 
 

6.4.2 Basic building blocks when working with RPC m iddleware 
Three fundamentally different paradigms are used to bring apart software objects from each other in 
distributed systems: the remote procedure call (RPC) paradigm, the posting and receiving messages 
paradigm and the continuous streams of data paradigm [37]. The client-server style is often used in RPC 
systems. 
 
RPC (remote procedure call) middleware allows clients to communicate with objects on a remote server. 
Völter et al. [37] discuss basic infrastructure building block patterns and components for working with (or 
constructing) an object-oriented RPC middleware. An example set of basic building blocks when working 
with RPC middleware is shown in Figure 8 [37]. 
 
The Client Proxy object within the client process offers the Remote Object's interface for a client. An 
Interface Description object defines the interface. The client uses a Client Request Handler to handle 
network communication. 
 
On the server side, a Server Request Handler receives the remote calls invoked by the client. It forwards 
invocations to the Invoker object, after the message is received completely. The Invoker dispatches the 
message to the responsible Remote Object using the received invocation information. 
 
Marshaller objects are used to serialize and de-serialize complex types on the client and server nodes. The 
Lifecycle Manager manages lifecycles of Remote Objects. 
 
A server application creates and controls the Remote Objects. An application is comprised of a set of 
related Remote Objects. Several applications may run in one server process. A Framework Facade 
component provides the designer with the single access point and administration API to the RPC 
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middleware and its services. The client and server Request Handlers use a Communication Framework 
component in a lower level layer to handle low-level details of network communication. The developer can 
use a Protocol Plug-in component to exchange or adapt the protocol implemented by the client and server 
Request Handlers. 
 

provides adminstration API�
Framework Facade

Communication Framework

� implements

Interface Description Remote  Object� uses
Marshaller

Invoker � delegates cycle management

Lifecycle Manager

Server Application

invokes�Client

Client Proxy � uses

implements�
dispatches to�

uses�
communicates with�
Request Handler

uses� � uses

Protocol Plug-in

manages� � instantiates

extends�
is registered for�

 

Figure 8. Basic building blocks when working with R PC middleware (redesigned from [37]) 

 

6.4.3 A pattern language for building networked sys tems and middleware 
The application order of patterns for constructing concurrent and networked applications is shown in Figure 
9. A pattern points another pattern with a dependency arrow with the "use" stereotype, if it uses the pattern 
in the implementation of its feature indicated by the name of the arrow. Shaded architectural patterns 
indicate the starting points of the pattern language. 
 
The Broker architectural pattern [21] can be applied to integrate the conceptual architecture with the 
components that responsible for co-coordinating distributed communication. Client Proxies, Request 
Handlers and Invokers in Figure 8 build together a broker. The Proxy pattern [2] is used to make clients of a 
component communicate with a representative proxy rather than to the component itself. The Model-View-
Controller pattern [21] can then be integrated to this structure if a large variety of user interfaces is needed. 
 
The Half-Sync/Half-Async architectural pattern [25] can be used to introduce two intercommunicating layers 
to the broker component of the Broker pattern, one for asynchronous and one for synchronous service 
processing and a queuing layer for mediating the communication between services in the other two layers. 
The Proactor pattern [25] can help implement the asynchronous service processing layer in event-driven 
applications, particularly servers, that receive and process requests from multiple clients concurrently. The 
Active Object pattern [25] and Monitor Object pattern [25] can be used to implement the queuing layer. The 
Half-Sync/Half-Reactive variant of the Half-Sync/Half-Async architectural pattern can be implemented by 
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combining the Reactor pattern [25] with the Thread Pool variant of the Active Object pattern. The Reactor 
pattern helps structure event-driven applications, particularly servers that receive requests from multiple 
clients concurrently but process them iteratively. The Acceptor-Connector pattern [25] decouples connection 
establishment and service initialization from service processing. It helps ORB connection management. In 
Figure 9, the pattern specifies that there are three types of event handlers: acceptors, connectors, and 
service handlers.  
 
The Interceptor pattern [25] can be used to implement a support for out-of-band extensions in distributed 
software architectures. The Component Configurator pattern [25] can be used to configure concrete 
interceptors or event handlers into a networked system dynamically at run-time.  
 
The Leader/Followers architectural pattern [25] can help implement high-performance multi-threaded 
servers in the multi-tier client-server architecture. At the heart of this pattern is a thread pool mechanism 
that can be implemented using the Monitor Object pattern. The Reactor and Proactor patterns can be used 
to demultiplex and dispatch events from event sources to event handlers. 
 
The Wrapper Facade pattern [25] is used to abstract low-level system calls and to encapsulate the function 
and data provided by existing non-object-oriented API's. Wrapper Facade components are in the host 
infrastructure middleware layer in Figure 7. 
 
The Reactor pattern can be used instead of the Leader/Followers pattern when each event requires a shot 
amount of time to process. The Proactor pattern and be used in lieu of the Leader/Followers pattern when 
an operating system supports asynchronous I/O effectively and when designers master the asynchronous 
inversion of control associated with the Proactor pattern. The Half-Sync/Half-Async and the Active Object 
patterns may be used instead of the Leader/Followers pattern when requests in a queue must be reordered 
before they can be processed by threads in the pool and or when event sources cannot be waited for by a 
single event demultiplexer efficiently. [25]  
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Figure 9. The application order of patterns for net working concrete architecture (re-designed from 
[25]) 

6.4.4 Examples and experiences 
 
• Patterns for distributed real-time systems and embe dded middleware 
 

Patterns for designing and optimizing distributed real-time systems and embedded middleware have 
been published in the following workshops and conferences: The OOPSLA 2001 workshop [56] , PLOP 
2002 [57] ,and the OOPSLA 2002 workshop [58]. They are a good addition to the patterns in [25], and 
some of them will be briefly commented in this section. 
 
Subramonian and Gill [38] present a preliminary clustering of patterns based on categories of design 
forces of patterns that are relevant to platforms of networked embedded software. The focus of the 
paper is unfortunately on wired networks. Experience from patterns in wireless networks has not yet 
published in that research program. 
 
Welch et al. [39] propose four architectural patterns for resource management in distributed systems. 
The Resource Instrumentation pattern helps to collect and maintain information about the recent state 
of computing and network resources. The Software Performance Monitoring pattern helps to determine 
and assess the status (e.g., performance) and resource needs of distributed real-time software 
systems. This pattern assumes that the real-time systems are able to send time stamps to a system 
management component. The Allocation Planning and management pattern helps to determine how 
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and when to allocate hardware resources to distributed software systems. The Resource Control 
pattern helps to perform the allocation actions of hardware resources to software systems.  
 
Gill et al. [40] describe refinements to a pattern language for resource scheduling in distributed real-
time systems. They also present application guidance of the language. 
 
The Virtual Component design pattern [41] helps to reduce the memory footprint of middleware. This 
compound pattern applies the Factory Method [24], Component Configurator [25] and Proxy [2] design 
patterns. It uses the Factory Method pattern to defer the instantiation of an object to subclasses, and 
the Component Configurator pattern to provide a dynamic component configuration. The proxy 
component of the Proxy pattern provides a placeholder for another object to control access to that 
object. The lazy dynamic variant of the Virtual Component pattern applies the Proxy pattern to 
implement a component proxy and the Lazy Acquisition pattern to defer resource acquisition. 
 
The QoS Contract pattern [42] helps to decouple QoS measurement, adaptation and management from 
a functional application. The Snapshot pattern [42] can be used to provide a useful approximation of 
the current state of a distributed system. 
 
The Quality Connector pattern language [43] helps to define and provide quality-constrained services 
in distributed real-time and embedded systems. The Quality Connector pattern language and the 
Component Configurator [25] and the Virtual Component [41] patterns provide means to change the 
behavior of a service during run time.  
 
Marinucci et al. [44] propose a set of patterns for designing reusable middleware components for QoS 
and resource management, and another set for engineering systems that employ middleware services. 
These two sets work together and provide a pattern language for engineering dynamic real-time 
applications.  
 

• Patterns in designing high volume configurable embe dded appliances.  The ROBOCOP project [33] 
has defined a component based SW architecture for the middleware layer of high volume configurable 
embedded devices such as cell phones, PDAs as well as internet and broadcast terminals like set top 
boxes, network gateways, digital television sets. The Client Server [21] and Layers [21] patterns have 
had an important role in the development of the ROBOCOP software architecture. 

 
• A pattern for managing distributed workflows.  The Manage Distributed Workflows pattern [45] 

allows distributed workflows to be executed and managed in several workflow servers. 
 
• Maintaining consistent state between clients 

The Observer design pattern [24], also known as "Publish-Subscribe" [2] and "Dependents", can be 
used to solve the problem how to maintain consistent state between clients in a wireless system [49]. 
The Observer pattern provides a loose coupling between the Subject and Observer components by 
specifying interfaces that allow Observers to register for event notification and enable the Subject to 
notify its Observers of state changes.  
 
The Abstract Session structural pattern [50] allows a server object with many client objects to maintain 
per-client state and maintain type-safety. 
 

• Adapter design pattern for handling interface misma tches 
The Adapter design pattern [24] can be used to solve the following problem: A client requires the use of 
a service provided by a server class, but the interface of the server does not match what the client 
expects. The adapter design pattern outlines the following solution: The client should interact with the 
server via an adapter class or component. The adapter adapts the interface of the client to a domain-
specific interface that the client uses. 
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• Architectural patterns for enterprise application i ntegration  

Lutz [51] presents five architectural patterns for enterprise application integration. The Integration 
Adapter pattern helps to convert an existing application interface to a desired interface. The Integration 
Messenger pattern can be used to minimize application communication dependencies between 
applications. The Integration Mediator pattern helps to minimize application dependencies by 
encapsulating application integration logic. The Process Automator pattern helps to minimize 
dependencies between process automation logic and applications. 

 
• Patterns for the J2EE and Jini technologies 

15 core J2EE patterns [46] help to solve J2EE-specific architectural problems. The J2EE Patterns 
catalog addresses three tiers of the five tier J2EE model. The presentation tier patterns are related to 
Servlets and JavaServer Pages technology. The business tier patterns are related to the Enterprise 
JavaBeans technology. The integration tier patterns are related to the Java Message Service API and 
the Java DataBase Connectivity API. The J2EE patterns framework shows the interrelations between 
the fine-grained elements in each pattern. The framework helps the developer to understand the 
relationships among patterns as well as the implications of choosing a combination of patterns by 
documenting associations and dependencies between patterns. The framework also helps developer in 
choosing the proper combination of patterns when designing an end-to-end (presentation-business-
integration) solution using the J2EE patterns.  
 
Sun Microsystems classifies Java technology into three editions: Java 2 enterprise edition (J2EE), Java 
2 standard edition (J2SE), and Java 2 micro edition (J2ME) [47]. J2EE focuses on enterprise server 
side development. J2SE focuses on desktop computing development. J2ME supports the development 
of consumer electronics and embedded systems. J2SE implements the Java 2 specification, while 
J2EE and J2ME are based on J2SE. 
 
Submissions to the OOPSLA 2000 workshop 'The Jini Pattern Language' address patterns that can be 
used to solve design issues embodied in the Jini Technology. For example, the Profile-based Service 
Browsing pattern [48] can be used to design an architecture that supports discovering network services 
depending on user preferences and service and terminal capabilities. 

 
• Applying patterns to protocols 

- Patterns for protocol system architecture. The Protocol System pattern, the Protocol Entity 
pattern and the Protocol Behavior pattern [52] provide common principles for understanding existing 
protocols and their parts, or implementing new ones.  

 
- The use of the Strategy design pattern for protoc ols.  The Strategy design pattern [24] can help 

to compose reliable distributed protocols [53].  
 
- Applying the Adapter design pattern to adapting p rotocol stack interfaces.  The Adapter design 

pattern [24] can be used to design modular plug-in components that adapt the interface of each 
supported protocol stack interface to a generic interface that the application can relay on [54]. 

 
- The use of patterns in the Bluetooth communicatio n. Gokhale [55] discusses the use of the 

following patterns in Bluetooth: Broker [21], Layered [21], Lookup, Bridge [24], Facade [24], Service 
Browser, Command [24], Interpreter [24], Dispatcher [25], Master-Slave [2], and On-demand 
Activation. 
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7. WISA REFERENCE ARCHITECTURE (WISA/RA) 
WISA/RA provides a conceptual architecture that is used as a corner stone in the architecture development 
of a new service. This in turn assists service developers to find the services already known and concentrate 
the development effort on new services and components needed in the new end-user service. This section 
describes three views of the conceptual architecture of WISA/RA. A single concrete architecture for 
WISA/RA is not given but several typical concrete architectures are given in the WISA handbook (ref 3). 
The possibility of developing concrete views based on them will be considered in the next iteration. 

7.1 CONCEPTUAL STRUCTURAL VIEW 
 
The selected high-level WISA conceptual structure depicts the main domains of the WISA taxonomy as a 
layered architecture that also supports a direct interaction between nonadjacent layers if it is required by 
end-user applications (Figure 10). The service management services domain is shown on the side because 
its services interact with several components of the other domains to monitor and control the use of 
resources by a wireless service and its enabling services.  
 

<<Domain>> End User Services

<<Domain>> Application Support
Services

<<Domain>> Generic Support Services

<<Domain>>
Service

Management

<<Uses>>

<<Data>>

<<Control>>

<<Uses>>

<<Uses>>

<<Domain>> Technology Platform Services

<<Uses>>

<<Control>>

<<Uses>>

<<Uses>>

<<Control>>

<<Data>>

<<Uses>>

 
 

Figure 10. High-level conceptual structure of WISA/ RA. 

This layered structure can be used as the basis of the conceptual structure of any wireless service and its 
enabling services identified to belong to one or more of the domains. The services and components 
developed in the case studies of the WISE project, earlier projects and commercial components that are 
applicable building blocks for wireless services found out from different marketplaces were mapped to the 
layers of this conceptual structure. From the overall picture based on WISA taxonomy the scope of the 
WISA reference architecture was narrowed to three domains of most importance in wireless services 
(Figure 11). Therefore, the conceptual structural view of WISA/RA includes the basic services of which 
service engineers may have the greatest benefit; Application Support Services, Generic Platform Services 
and Service Management Services. 
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Figure 11. WISA conceptual structural view with som e basic services. 

Application developers use Application Support Services that are application-specific solutions, reusable 
inside the particular sub-domain. These services are mostly provided as application frameworks that boost 
modifiability and reusability. Generic Platform Services provide services shared by all wireless services 
including management level services, communication services and common components for user interfaces, 
mainly used by service providers, service developers and content providers. Service Management Services 
support service providers in provisioning and managing end-user services. The relations between support 
services inside a domain may vary based on the end user service or choice of specific support service 
implementations. These relations are shown for services in the handbook part of D4 (ref 3) for services in 
service catalog. 
 
Application Support Services utilize the services of the other domains. Generic Platform Services are also 
dependent on Service Management Services and naturally on Technology Platform Services that are out of 
the scope of the WISA/RA but the relations between these domains are visible in the detailed descriptions 
of WISA basic services. 
 
Potential reusability is highest in the domains of Generic Platform Services and Service Management 
Services. Therefore, there are also possibilities to use third party components if their functional and quality 
properties meet the requirements set by the end-user service, WISA/RA and further more, the domain the 
component belongs to. There is no unambiguous reasoning, which styles and patterns best suit to the 
particular sub-domains, e.g. resource management services or communication services.  
 
The layered style was selected to the main style of WISA/RA due to  
1) The quality attributes it supports (maintainability, modifiability, reusability and portability),  
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2) Simplicity,  
3) Familiarity of the style among the service engineers, and  
4) Popularity of the style in existing assets (i.e. services components and tools).   
 
In order to achieve the most important quality attributes set to WISA/RA (cf. ref. 2) the main architectural 
style should support as much quality attributes as possible. Simplicity makes it ease to understand, and 
familiarity guarantees its suitability as a negotiation means with the managerial staff of customers and all 
business stakeholders. The last argument may be the strongest one for the use of a layered style. The main 
goal of WISA/RA is to organize the existing artifacts and assets to a from that assist their community-wide 
use, not to promote a new style that set obstacles to using the existing Internet based solutions in the 
wireless world. Strict layering is not enforced to ensure flexibility of reference architecture in emerging 
service categories when domain specific functionality needed in application support services or even 
generic support services is not yet stabilized and understood.  
 
The layered style is often trade-off against performance of the system. The performance, however, is not 
considered in the conceptual view of the WISA reference architecture because the degree of layering at 
concrete level of architecture may be different i.e. several conceptual layers may be combined into single 
layer when designing the concrete architecture.  

7.2 CONCEPTUAL DEPLOYMENT VIEW 
 
The deployment view of WISA overall conceptual structure (Figure 3) derived from WISA taxonomy is 
presented in Figure 12. For simplicity the links inside a deployment unit already shown in high level 
conceptual structure view are left out. The link from service management services to business processes is 
shown to visualize their relation to WISA but the details are left out because they are not usually relevant for 
service developers. Note that the service management services do not need control the supporting services 
used in service management server unit, only those used by the end-user service directly or indirectly. 
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Figure 12: Conceptual deployment units of WISA  

The types of deployment units are described in Table 11.  
 

Table 11. Deployment units of WISA. 

Deployment Unit Description 
Terminal Wireless or non-wireless terminal used by the end-user or a terminal containing 

hardware control/sensor functionality. A terminal is wireless if it only has wireless 
communication channels. 

Application Server Unit containing service functionality coordinating service in several terminals. 
Management Server Unit containing service management functionality common to several services.  
Network Element Unit containing wireless or fixed networking functionality between platforms in 

several deployment units (for example GSM network elements). 
Business Processes Unit containing functionality to link wireless services to business processes 

(billing etc.) 
 
This generic deployment shows typical deployment units and can be customized by combining two of more 
of units into single unit (which requires the integrability of support services required by them). Note also that 
this deployment is independent of architectural styles selected for the end user service, service 
management services or in fact any of the services in the WISA taxonomy. For example the end user 
service can be deployed using client-server or p2p style. The middleware or technology platforms in the 
separate nodes, also of the same type, can differ. Also, for example, the service management services are 
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often not used by the end-user directly and can be left out from the end-user terminal (or only 
monitoring/control function of terminal resources deployed).  
 
The deployment of a typical end-user service is shown in Figure 13. The service management functionality 
in terminal is shown as separate service. The service client and management client can be integrated into 
one component in the concrete architecture. Examples of separate management clients from service client 
are SMS message based configuring of new features (easy to handle billing) for the service or separate 
management interface in a fixed (web browser based) terminal. Generic support services are often not 
available as identifiable services but as platform specific implementations. The networking and business 
processes deployment units are usually transparent for service developer (hidden by technology platform 
services or management services. The choice of terminal types narrows down the possible platform choices. 
The characteristics of wireless client platforms and software design issues are studied in more detail in 
deliverable D3 of Wise project, Management of heterogeneous clients (ref 4). 
 
The internal deployment of service depends on the on the selected architectural pattern. The client-server 
division in Figure 13 should not be confused with client-server style. Here the service client in terminal can 
contain also server functionality, for example in a special case the terminal contains only a hardware or 
environment monitoring server. Similarly the communication and deployment of service between terminals 
or application servers depends on the server side architectural style. Usually one of the application servers 
is a gateway for load balancing.  A third party application support web service (for example a content 
service) can be used by the application. 
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Figure 13. Deployment of an end-user service. 

The communication links between different types of nodes are shown in Table 12. 
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Table 12. Types of communication links in WISA.. 

Communication Link Description 
Wireless to wireless terminal Direct communication between wireless terminals (rich call, voice, image 

transfer, text messaging etc., the communication type is restricted by the 
communication technology).  

Wireless to fixed terminal P2p communication between wireless and fixed terminals (content 
downloading etc). 

Fixed to fixed terminal P2p communication between fixed clients (content sharing or messaging 
between users etc.). 

Wireless terminal to Web 
server 

Wireless use of a service (Multiplayer game playing, news reading etc.) 

Fixed terminal to Web server Web browising (service control, content downloading etc.) 
Server to server Web based communication between distributed servers (integration of 

different server side platforms etc). 
Distribution middleware Middleware based communication between distributed servers (integration 

servers using compliant middleware technology). 
Web service Web service (Use of third party information content etc.) 
 
The quality concerns in choosing the deployment view were mainly flexibility and integrability. Selecting the 
same layered style inside the each of the deployment units helps to ensure both of these. Again this is a not 
a tradeoff against performance at conceptual architecture level. At conceptual level the performance 
depends on the deployment of components inside each individual service (i.e. end-user or support service) 
rather than the layering. Because of this these deployments are not shown in the reference architecture but 
will be considered in the deployment view of each specific service in the service catalog or typical 
architecture in the WISA handbook (ref 3). 
 

7.3 CONCEPTUAL BEHAVIOUR VIEW 
 
To be considered in iteration 3. 
 

7.4 CONCEPTUAL DEVELOPMENT VIEW 
 

The development view of WISA/RA presents the source of the services of the sub-domains and their 
readiness (Figure 14). The following color-coding illustrates the status of the sub-domain:  
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Services (and components) defined to this sub-domain are
ready for use

There are some services already ready but some are
under development or will be developed later

Services are out of the scope of WISA/RA, e.g. hardware
environments in the domain of Technology Platform Services

Services will be defined and implemented later but they are
included to the scope of WISA/RA.

 
Services of the sub-domain are under development

 
The aim of the development view is to support the development of wireless services in work allocation, 
managing and controlling, and record relations that require collaboration between the service developers 
and users. Due to better management support the main domains are divided into sub-domains that present 
the hierarchical structure of the WISA/RA as topology diagrams (ref. 1) (Figure 15, Figure 16). On the 
contrary to the structural view that presents services as the building blocks of main domains, the 
development view presents aggregation levels more thoroughly to manage the features of a set of services. 
The reason is the generalization of services that can be made by clustering similar features to the same 
domain and defining the variation points for adding variable features to the common ones. Thus, the 
development view is necessary for the evolution of WISA/RA. The results of generalization are visible in the 
structural view of WISA/RA and in the descriptions of its basic services. 
 
Managerial staff of the service provider and the wireless service developers is the main users of the 
development view. However, the domain and product line architects are responsible its continuous 
development. It is also the way to connect WISA/RA to Technology Platform Services, and check that 
WISA/RA conforms to the properties of existing wireless platform technologies and the standards used in 
that domain. 
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Figure 14. Topology diagram of WISA service domains . 
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Figure 15. Topology diagram of Application Support Services. 
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Figure 16. Topology diagram of Generic Platform Ser vices. 

A service in the service catalog belongs to one of the taxonomy domains. End-user services will not be 
included into WISA service catalog. For technology platform services only their selection criteria will be 
presented. Each service in the catalog is presented according to the following documentation pattern: 
 
1. Identification of a service describes the name and type of a service. The type links the service to a 

taxonomy domain. 
2. An overview describes the purpose of the service. 
3. Source of the service. 
4. Special terms and rules define what styles, patterns and constraints a service has to follow.  
5. Quality attributes and how they are met. 
6. Provided features describe the features provided by a service and variablity of these features. 
7. Required features describe the features required from the other services of the systems in the use of a 

service. 
8. Conceptual structure of a service. 
9. Conceptual deployment of a service, as an example. 
10. External component diagram of the service (to be included into library), 
11. Interfaces provided by the service, abstract message descriptions. 
12. Required interfaces, named & from which component. 
 
The listed items (1-7) are required to map the service to the structural view of WISA/RA. The items 8-9 are 
required to design and analysis of the conceptual architecture of a wireless service. The rest of information 
is used in the development of the concrete architecture of a wireless service (this concrete part of 
specification will be developed in Iteration III, defined and structured by typical architectures, standards 
or/and realized by COTS components). 
 



 

 
 
 

WISA & Reference Architecture 
 

Deliverable ID: D4 B 
 

Page    :  50 of 53 
 
 
Version: 2.00 
Date:  23 Oct 03 
 
Status : Proposal 
Confid. : Restricted 

 

 Copyright WISE Consortium 
 

7.5 SUMMARY 
 
The reference architecture currently consists of three architectural views on the conceptual level. The 
structural view uses layered style, and the layering is based on the taxonomy defined in chapter 4. A 
number of support service components relevant to wise pilots are also included into the structural view.  The 
deployment view defines the deployment units of wireless service architectures and a reference deployment 
of a wireless service. These views can be used as the basis for the development of conceptual structure 
and deployment of a new wireless service, and help designers to analyze what support services are 
needed. For the Wise pilots the most important of these should probably be the service management and 
data management services. 
 
The development view shows the services selected into service catalog as a part of reference architecture. 
This helps to analyze what available components could be used as such and which ones need to be 
adapted or developed? This also provides the starting point to estimate investment required for the 
development of a service product. Even if not used directly in pilots these components could provide 
valuable reference designs that can be used as the basis for designing architecture of components 
developed from scratch or improving designs in future iterations. 
 
The need for more concrete reference models is an open issue for the next iteration of reference 
architecture. The problem with concrete views is the danger of defining yet another platform for a wireless 
service developer to choose from. Using the patter guidelines and components selected into handbook in 
the concrete architecture design partly solves this problem. On the other hand one or more good concrete 
architectural models could considerably help a new wireless service developer and help to design a service 
that can be easily ported to various wireless service platforms. 
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