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1. Quality Characteristics and Temporal Analysis

Data quality is a cross-disciplinary and multidimen-
sional concept. Data quality, in general, relates to the
perception of the "fitness for use" in a given con-
text [8]. According to Pipino et al. [6], based on con-
text, quality can be both subjective perceptions and ob-
jective measurements. This means that data quality is
dependent on the actual use case.

In our approach, we use two data quality standard
reference frameworks: ISO/IEC 25012 [4] and W3C
DQV [3]. ISO/IEC 25012 [4] defines a general data
quality model for data retained in a structured for-
mat within a computer system. This model defines the
quality of a data product as the degree to which data
satisfies the requirements set by the product owner or-
ganization. The W3C Data on the Web Best Practices
Working Group has been chartered to create a vocabu-
lary for expressing data quality1. The Data Quality Vo-
cabulary (DQV) is an extension of the DCAT vocabu-
lary1. It covers the quality of the data, how frequently
is it updated, whether it accepts user corrections, and
persistence commitments.

Besides, to further compare our selected quality
characteristics2 we explored the foundational work on
the linked data quality by Zaveri et al. [11]. They sur-
veyed existing literature and identified a total of 18 dif-
ferent data quality dimensions (criteria) applicable to
linked data quality assessment.

Since the measurement terminology suggested in
the two standards is different, we briefly summarize
the one adopted in this paper and the relative mapping
as reported in Table 1.

1.1. Quality Issues

A data quality issues is a set of anomalies that can
affect the potentiality of the applications that use the
data [1]. We can identify quality issues through data
quality measure. A data quality measure variable to
which a value is assigned as the result of measurement
of data quality characteristic [4]. Assessing the qual-
ity of data usually requires a large number of quality
measures to be computed [2]. Each of the quality char-
acteristics identifies a specific set of quality issues. In
this paper, we focused on three main quality issues of

1https://www.w3.org/TR/prov-o
2In our work we will identify the quality aspects using the term

quality characteristics from ISO-25012 [4] that corresponds to the
term quality dimension from DQV [3].

Table 1
Measurement terminology

Definition ISO 25012 W3C DQV

Category of quality attributes Characteristic Dimension

Variable to which a value is as-
signed as the result of a measure-
ment function applied to two or
more measure elements

Measure Metric

Variable defined in terms of an
attribute and the measurement
method for quantifying it

Measure Element -

Numerical value that characterize
a quality feature

Value Observation

Set of operations having the ob-
ject of determining a value of a
measure

Measurement Measurement

a knowledge baase such as (i) Consistency, (ii) Com-
pleteness, and (iii) Persistency.

Consistency relates to a fact being inconsistent in a
KB. In particular, inconsistency relates to the presence
of unexpected properties.

As an example let us consider a DBpedia resource
of type foaf:Person: X. Henry Goodnough3. We find as
expected a dbo:birthDate property, but we unexpect-
edly find the property dbo:Infrastructure/length. This
is a clear inconsistency: in fact according to the ontol-
ogy we can expect the latter property for a resource of
type dbo:Infrastructure, not for a person.

To better understand where the problem lies, we
need to look at the corresponding Wikipedia page4.
Even though the page reports the information about
an engineer who graduated from Harvard, it contains
an info-box, shown in Figure 1, that refers to a dam,
the Goodnough Dike. The inconsistency issue derives
from the data present in the source page that re-
sulted into the resource being typed both as a per-
son and as a piece of infrastructure. We can expect
such kind of structure to be fairly rare – in fact the
case we described is the only case of a person with a
dbo:Infrastructure/length property – and can be poten-
tially detected by looking at the frequency of the pred-
icates within a type of resource. For instance for the
resources of type foaf:Person there are 1035 distinct

3http://dbpedia.org/resource/X._Henry_
Goodnough

4https://en.wikipedia.org/wiki/X._Henry_
Goodnough
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Fig. 1. Example of inconsistent Wikipedia data.

predicates, among which 142 occur only once for DB-
pedia version 201604.

Completeness relates to the resources or properties
missing from a knowledge base. This happens when
information is missing or has been removed.

As an example, let us consider a DBpedia re-
source of type dbo:Person/Astronauts: Abdul Ahad
Mohmand5. When looking at the source Wikipedia
page6, we observe that, as shown in Figure 2, the in-
fobox reports a “Time in space” datum. The DBpedia
ontology includes a dbo:Astronaut/TimeInSpace and
several other astronauts have that property, but the re-
source we consider is missing it.

While it is generally difficult to spot that kind of
incompleteness, for the case under consideration it is
easier because that property was present for the re-
source under consideration in the previous version of
DBpedia, i.e. the 2015-10 release. It is an incomplete-
ness introduced by the evolution of the knowledge
base. It can be spotted by looking at the frequency of
predicates inside a resource type. In particular, in the
release of 2016-04 there are 419 occurrences of the
dbo:Astronaut/TimeInSpace predicate over 634 astro-

5http://dbpedia.org/resource/Abdul_Ahad_
Mohmand

6https://en.wikipedia.org/wiki/Abdul_Ahad_
Mohmand

Fig. 2. Example of incomplete Wikipedia data.

naut resources, while in the previous version they were
465 out of 650 astronauts.

Persistency relates to resources that were present
in a previous KB release but they disappeared. This
happens when information has been removed. As an
example let us consider a 3cixty Nice resource of
type lode:Event that has as label the following: “Mod-
éliser, piloter et valoriser les actifs des collectivités
et d’un terrritoire grâce aux maquettes numériques:
retours d’expériences et bonnes pratiques”7. This re-
source happened to be part of the 3cixty Nice KB since
it has been created the first time, but in a subsequent
release it got removed even though it should not have
been removed.

Such a problem is generally complex to be traced
manually because it requires a per-resource check over
the different releases. It can, instead, be spotted by
looking at the total frequency of entities of a given
resource type. In particular in the investigated exam-
ple taken from the 3cixty Nice KB released on 2016-
09-09, we have observed an unexpected drop of re-
sources of the type event from the previous release
dated as 2016-06-15, which has triggered further in-
vestigations.

1.2. Temporal Analysis

Knowledge bases are often maintained by large
communities that act as curators to ensure their qual-
ity [10]. Knowledge base changes can be categorized
as follows: i) resource representations and links that
are created, updated and removed; ii) the entire graph
can change or disappear [7]. The kind of evolution that

7http://data.linkedevents.org/event/
006dc982-15ed-47c3-bf6a-a141095a5850
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Fig. 3. Example of a 3cixty Nice KB resource that unexpectedly
disappeared from the release of 2016-06-15 to the other 2016-09-09.

a KB is subjected to depends on several factors, such
as:

– Frequency of update: KBs can be updated almost
continuously (e.g. daily or weekly) or at long in-
tervals (e.g. yearly);

– Application area: depending on the specific do-
main, updates can be minor or substantial. For in-
stance, social data is likely to change more fre-
quently than encyclopedic data;

– Data acquisition: the process used to acquire the
data to be stored in the KB and the characteristics
of the sources may influence the evolution; For in-
stance, updates on individual resources cause mi-
nor changes when compared to a complete reor-
ganization of a data source’s infrastructure such
as a change of the domain name;

– Link between data sources: when multiple sources
are used for generating a KB, the alignment and
compatibility of such sources affect the over-
all KB evolution. The differences of KBs have
been proved to play a crucial role in various cu-
ration tasks such as the synchronization of au-
tonomously developed KB versions, or the visu-
alization of the evolution history of a KB [5] for
more user-friendly change management.

1.3. Temporal-based Quality characteristics and
Measures

In this section, we define four temporal quality char-
acteristics that allow addressing the aforementioned is-
sues.

Zaveri et al. [11] classified quality dimensions into
four groups: i) intrinsic, those that are independent of
the users context; ii) contextual, those that highly de-
pend on the context of the task at hand, iii) representa-
tional, those that capture aspects related to the design
of the data, and iv) accessibility, those that involve as-
pects related to the access, authenticity and retrieval
of data obtain either the entire or some portion of the
data (or from another source) for a particular use case.
The quality dimensions we propose fall into the groups
of intrinsic and representational. Our approach focuses
on two different types of elements in a KB: subjects
and predicates. The objects, either resources or literals,
are not considered. Concerning the subjects we con-
sider them collectively by grouping according to the
class – or a property defined as rdf:type – they belong
to. As far as properties are concerned, we analyze sep-
arately the properties of the resources of a given class.

Table 2 reports the proposed characteristics, along
with the quality issue they address, the level of mea-
sure – either class subject or property –, and the cor-
responding quality characteristic as defined in the ISO
25012 standard.

Table 2
Quality Characteristics in KB evolution.

Quality Issues ISO/IEC 25012 Levels Quality Charac-
teristics

Persistency Credibility Class Persistency

Persistency Efficiency Class Historical Persis-
tency

Completeness Completeness Property Completeness

Consistency Consistency Class &
Property

Consistency

In order to measure the degree to what extent a cer-
tain data quality characteristics is fulfilled for a given
KB, each characteristics is formalized and expressed
in terms of a measure with a value in the range [0, 1].
We call this measurement function for a data quality
characteristics.
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1.3.1. Basic Measure Elements
In our approach, we consider changes at the statis-

tical level in terms of variation of absolute and rel-
ative frequency count of subjects and predicates be-
tween pairs of KB versions.

Our approach shares the same basis as Papavasilieiu
et al. [5]. They divided the changes into Low-Level and
High-Level. In our evaluation approach, we focus on
Low-Level changes that consist in the addition or dele-
tion of a triple from a KB.

In particular we aim to detect changes in two ba-
sic statistical measures that can be computed with the
most simple operation, i.e. counting. The computation
is performed on the basis of the classes in a KB (V),
i.e. given a class C we consider all the triples t whose
subjects have the type C.

The first measure element we define is the count of
the instances of a class C:

count(C) = |{s : ∃〈s, typeof,C〉 ∈ V}|

The count(C) measurement can be performed by
means of a basic SPARQL query such as:

SELECT COUNT(DISTINCT ?s) AS ?COUNT
WHERE { ?s a <C> . }

The second measure element focuses on the fre-
quency of the predicates, within a class C. We define
the frequency of a predicate (in the scope of class C)
as:

freq(p,C) = |{〈s, p, o〉 ∈ V : ∃〈s, typeof,C〉 ∈ V}|

The freq(p,C) measurement can be performed by
means of a simple SPARQL query having the follow-
ing structure:

SELECT COUNT(*) AS ?FREQ
WHERE {

?s <p> ?o.
?s a <C>.

}

There is an additional basic measure element that
can be used to build derived measures: the number of
predicates present for the subject class C in the release
i of the KB.

NP(C) = |{p : ∃〈s, p, o〉 ∈ V ∧ 〈s, typeof,C〉 ∈ V}|

The NP(C) measure can be collected by means of a
SPARQL query having the following structure:

SELECT COUNT(DISTINCT ?p) AS ?NP
WHERE {

?s ?p ?o.
?s a <C>.

}

The essence of the proposed approach is the com-
parison of distinct releases of a KB with respect to sub-
ject count or predicate frequency measures. We will
use a subscript to indicate the release the measure
refers to. The releases are numbered progressively as
integers and, by convention, the most recent release is
n. So, for instance, countn−1(foaf:Person) represents
the count of subjects typed with foaf:Person in the last
release of the knowledge base under consideration.

1.3.2. Persistency
This quality characteristic relates to the Credibility

quality characteristic in the ISO/IEC 25012 standard.
Credibility is the “degree to which data has attributes
that are regarded as true and believable by users in a
specific context of use. Credibility includes the con-
cept of authenticity (the truthfulness of origins, attribu-
tions, commitments)” [4]. Considering the correspon-
dence presented in W3C DQV, Zaveri et al. [11] im-
plies Credibility as Trustworthiness. They report that
"Trustworthiness is defined as the degree to which the
information is accepted to be correct, true, real and
credible."

An additional important feature to be considered
when analyzing knowledge base is that the information
stored is expected to grow, either because of new facts
appearing in the reality, as time passes by, or due to
an extended scope coverage [9]. Persistency measures
provides an indication of the adherence of a knowledge
base to such continuous growth assumption. Using this
quality measure, data curators can identify the classes
for which the assumption is not verified.

The Persistency of a class C in a release i : i > 1 is
defined as:

Persistencyi(C) =

{
1 if counti(C) ≥ counti−1(C)
0 if counti(C) < counti−1(C)

the value is 1 if the count of subjects of type C is not
decreasing, otherwise it is 0.

Persistency at the knowledge base level, i.e. when
all classes are considered, can be computed as the pro-
portion of persistent classes:
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Persistencyi =

NC∑
j=1

Persistencyi(C j)

NC

where NC is the number of classes analyzed in the
KB.

1.3.3. Historical Persistency
This quality characteristic relates to the Efficiency

quality characteristic defined in the ISO/IEC 25012
standard. Efficiency is defined as the "degree to which
data has attributes that can be processed and provide
the expected levels of performance by using the ap-
propriate amounts and types of resources in a specific
context of use" [4].

Considering the mapping presented in W3C DQV,
Zaveri et al. [11] implies Efficiency as Performance.
They define as, "Performance refers to the efficiency
of a system that binds to a large dataset, that is, the
more performing a data source is the more efficiently
a system can process data".

Historical persistency is a derived measurement
function using the persistency measure over all re-
leases of KB. Historical persistency dimensions ex-
plore entire KB evolution for a specific entity to de-
tect inconsistency. This metric extends the persistency
metric to provide insights on the series of KB releases.
It considers all entities presented in a KB and give an
overview of the KB. Data curators can get an overview
of knowledge base persistency issues over all releases.
It helps data curators to decide which knowledge base
release can be used for future data management tasks.

The Historical Persistency measure evaluates the
persistency over the history of the KB and is computed
as the average of the pairwise persistency measures for
all releases.

H_Persistency(C) =

n∑
i=2

Persistencyi(C)

n− 1

Similarly to Persistency, it is possible to compute
Historical Persistency at the KB level:

H_Persistency =

n∑
i=2

Persistencyi

n− 1

1.3.4. Consistency
This quality characteristic relates to ISO/IEC 25012

standard Consistency quality characteristic.
The Consistency is defined as the “degree to which

data has attributes that are free from contradiction and
are coherent with other data in a specific context of use.
It can be either or both among data regarding one entity
and across similar data for comparable entities” [4].

Considering the correspondence presented in W3C
DQV, Zaveri et al. mention Consistency as Concise-
ness. They define as, “Conciseness refers to the min-
imization of redundancy of entities at the schema and
the data level.”

We assume that extremely rare predicates are poten-
tially inconsistent, see e.g. the dbo:Infrastructure/length
property discussed in the example presented in Section
1.1. We can evaluate the consistency of a predicate on
the basis of the frequency basic measure.

We define the consistency of a property p in the
scope of a class C:

Consistencyi(p,C) =

{
1 if freqi(p,C) ≥ T
0 if freqi(p,C) < T

Where T is a threshold that can be either a KB-
dependent constant8 or can defined on the basis of the
count of the scope class, e.g. T = count(C)/10000.

1.3.5. Completeness
The ISO/IEC 25012 defines the Completeness qual-

ity characteristic as the “degree to which subject data
associated with an entity has values for all expected at-
tributes and related entity instances in a specific con-
text of use” [4].

In Zaveri et al., Completeness refers to the degree
to which all required information is present in a par-
ticular dataset. In terms of Linked Data, completeness
comprises of the following aspects: i) Schema com-
pleteness, the degree to which the classes and proper-
ties of an ontology are represented, thus can be called
“ontology completeness”; ii) Property completeness,
measure of the missing values for a specific property,
iii) Population completeness is the percentage of all
real-world objects of a particular type that are repre-
sented in the datasets, and iv) Interlinking complete-
ness, which has to be considered especially in Linked

8In our experiments we used T=100 as empirically verified to
maximize the precision of the approach in detecting quality issues.
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Data, refers to the degree to which instances in the
dataset are interlinked.

Temporal-based completeness focuses on the re-
moval of information as a negative effect of the KB
evolution. It is based on the continuous growth as-
sumption as well; as a consequence we expect prop-
erties of subjects should not be removed as the KB
evolves (e.g. dbo:Astronaut/TimeInSpace property de-
scribed in the example presented in Section 1.1).

The basic measure we use is the frequency of predi-
cates, in particular, since the variation in the number of
subjects can affect the frequency, we introduce a nor-
malized frequency as:

Nfi(p,C) =
freqi(p,C)

counti(C)

On the basis of this derived measure we can thus
define completeness of a predicate p in the scope of a
class C as:

Completenessi(p,C) =

{
1, Nfi(p,C) ≥ Nfi−1(p,C)

0, Nfi(p,C) < Nfi−1(p,C)

At the class level the completeness is the proportion
of complete predicates and can be computed as:

Completenessi(C) =

NPi(C)∑
k=1

Completenessi(pk,C)

NPi(C)

where NPi(C) is the number of predicates present
for the subject class C in the release i of the knowledge
base, and pk.
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